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1. INTRODUCTION

The performance of earth-orbiting satellites is profoundly affected by the high-energy
particle environment. At high altitudes, spacecraft charging by keV particles can produce
electrical discharges on surfaces and insulating materials that couple to satellite electron-
ics. Impact of high-energy particles can degrade electronic components, cause single event
upsets and produce internal charging. The high-energy particle environrient has been
studied for many yvears and static models have been constructed that specify the time-
averaged conditions in the radiation belts. These models have aided spacecraft designers
in minimizing the deleterious effects of high-energy charged particles. However, the radia-
tion belts are very dvnamic, undergoing extreme variations in response io magnetospheric
and solar activity. With the coming of Air Force programs involving manned-presence in
space, with the placement of spacecraft in dynamic regions of the outer radiation belt, as
well as with the development of advanced systems that may be sensitive to the radiation
environment, the understanding and possible early warning of this dynamic activity is
critical to successful missions. Identifying the sources and sinks of high-energy electrons,
and understanding their relationship to the observed variations, are the ultimate goals for
developing a dynamic model of the radiation belts.

This final report covers a 45-month research effort, undertaken to investigate the dy-
namics of radiation-belt particle populations using an existing data base provided Ly the
Lockheed High Energy Particle Spectrometer (SC3) on the Space Charging AT High Al-
titude (SCATHA) satellite. This instrument has been measuring the high-energy electron
population from 47 keV to 5 MeV in the near-geosynchronous region. Because of the high
angular resolution (3° field of view) of the instrument and the radial movement of the
spacecraft over the L-shell range of 5.3 to 8.7, the measurements constitute a unique data
base that allows the interpretation of pitch-angle diffusion effects in the presence of radial
transport.

The main objective of this data analysis/interpretation effort is to set up a prototype
of the data effort that will be required in order to interpret and expand the single-point
radiation-belt measurements to be acquired by the Chemical Release and Radiation Ef-
fects Satellite (CRRES) into dynamic models of the radiation belts as a whole. The long
term goal of the CRRES program is to develop useful models of the entire radiation-belt
environment. While a static phenomenological model can be constructed without much
attention being paid to characterizing the physical basis of the model, such phenomenolog-
ical models suffer from the major drawback of not being able to characterize the dynamic
changes of the radiation-belt environment that result from natural geomagnetic activity
or from high-altitude nuclear explosions. Therefore, if the CRRES data are to be used
for predictive purposes. there is no alternative but to interpret the data first in terms of
physical phenomena and subsequently to use them as the basis for a predictive dynamical
model of the radiation-belt environment.




Such a program for CRRES is simple and effective in concept, but its implementation
is a different matter since the completeness and precision of the expected CRRES data
have not been matched by any other previous measurements except SCATHA. Thus, the
SCATHA energetic electron data set is a natural testing ground for the CRRES data
analysis/interpretation efforts. Further, since the development of such efforts requires

some lead time, the present SCATHA data analysis is the perfect choice as a prototype
for CRRES data analysis in 1990 and beyond.

The basic physical requirement for implementing such a prototypical program is a
fundamental understanding of how radiation-belt particles are transported in space and
time, how their motion is constrained by the Earth’s magnetic field, and how their energy
is partitioned in the complex magnetospheric plasma envirionment. In short, we need
to “keep book” on the radiation-velt particles with as much detail as we can afford, in
order to understand their dynamical interactions. The formulation of such “bookkeeping”
in terms of the behavior of statistical aggregates has been developed in the late 1960’s
as radiation-belt diffusion theory [e.g., Reference 1]. In the statistical picture, energetic
particles are transported into or out of any imaginary volume of space within the radiation
belts by the cumulative effects of interactions with fluctuating electromagnetic fields. Such
transport can be from one L-shell volume into another and/or along the magnetic field into
the atmosphere. The diffusion formalism seeks to describe these transport phenomena by
parametrizing the rates of transport, in its various modes, in terms of diffusion coefficients.
Thus, in the diffusion theoretic formulation of radiation-belt dynamics, the primary task is
to determine the diffusion coefficients from data, rather than construct a global predictive
mode] based on first physical principles. A finite set of diffusion coefficients comprise
the key parameters in the diffusion equation which specifies the dynamical state of the
radiation belt. The chief goal of our data analysis/interpretation effort is, therefore, the
characterization of the diffusion coefficients for the SCATHA data set on outer-radiation-
belt electrons. This has been accomplished and discussed in detail in our papers, included
in the appendices of this report, resulting from this study.

The adoption of a diffusion point of view implies that the particle distribution be
specified with respect to a set of phase-space coordinates or parameters: anv of which
may vary during the physical interactions which lead to diffusion. The ideal coordinate
frame for the description of charged-particle motion and diffusion in the radiation belts is
the space of three adiabatic invariants. Each invariant corresponds to one form of cvclic
motion in a static electromagnetic field. The deviations from purely cvclic motion in the
presence of time varying fields lead to particle diffusion with respect to one or more of
the adiabatic invariants. In the inner radiation belts the adiabatic-invariant formalism is
especially valuable because there is a simple mapping of the adiabatic-invariant space onto
the configuration space defined by thec L chells: the mix of particles on any given L-shell
1s invariant with respect to longitude under static conditions.

For the outer radiation belt, and for geomagnetically active times. however. the mat-
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ter is not so simple. The primary problem is that the definition of an “L-shell” is not very
meaningful under such circumstances because the mapping of adiabatic-invariant space
onto the configuration space (i.e., radial distance, longitude, and latitude) is not invari-
ant with respect to longitude. The mapping also changes whenever the geomagnetic field
varies with time on a scale that cannot be described as “fluctuation”. Consequently, L is
not a good coordinate with which to characterize radial diffusion “across L-shells”. The
concept of adiabatic invariants, however, is still well-defined. The breakdown of the map-
ping between invariant and configuration spaces can lead to coupling between the modes
of diffusion; a phenemenon which can be treated correctly only with adiabatic-invariant
coordinates. Therefore, the generalized description of diffusion in adiabatic-invariant space
is the proper choice to address radiation-belt diffusion in the outer regions at geomagnet-
ically active times. A prerequisite to our goal of data interpretation is the capability of
transforming between the two sets of coordinates for realistic geomagnetic fields relevant
to various active conditions. The difficulty of generating an efficient transformation from
configuration space to a fully adiabatic-invariant coordinate frame is the primary reason
why there has been, until this time, no method for routinely characterizing diffusion ip the
analysis of outer-radiation-belt data for geomagnetically active times.

The diffusion analysis has been attacked on several fronts. Our efforts for the first
nine months of this study were mostly directed at a diffusion description in the static
geomagnetic field. A. the same tiwe we proceeded tc develop basic tools to cope with
changes in the magnetic field during active times. A first step toward a fully dynamic
diffusion model was the acquisition for this study of a divergence-less realistic geomagnetic
field valid for high Kp values. That requirement seems to be fully met in the form of
the Tsyganenko-Usmanov model [References 2 and 3] as modified by Dr. David Stern
of NASA Goddard Space Flight Center [private communication]. The second siep was
tc acquire the capability to compute adiabatic invariants in this model. Only efficient
computation of the third invariant was needed since the computation for the first and
second invariants is routine. The third adiabatic invariant, which is proportional to the
area vector integral of the magnetic flux enclosed by the particle drift orbit around the
Earth, is rather cumbersome and time-consuming to compute on a routine basis. We are
not aware of previous attempts to do so on a routine basis. An important development
of the present effort was that we have been able to develop an accurate transformation to
reduce the two-dimensional integration for the third invariant into a simple one-dimensional
integration, thus opening the way to analysis of outer-belt diffusion at active times, as well
as for other applications, such as for the proton belts.

Detailed descriptions of these achievements are described in our interim report for
the first nine months [Reference 4]. These inciude a brief survey and descrntion of the
SCATHA SC3 electron data along with characterization of some active periods of interest;
modeling of the temporal variations by mapping the phase-space distribution functions
in terms of observable parameters at fixed first and second adiabatic invariants; a com-
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putationally efficient procedure for calculating the third adiabatic invariant and the drift
motion of the particles; and the first phase of fitting a period of SC3 electron data with
an eigenfunction formulation, combining both radial and pitck-angle diffusion.

Following this initial phase of our study, a general solution of the bimodal (radial and
pitch-angle) diffusion equation for the radiation belts was developed with special regard to
the requirements of satellite radiation belt data analysis. Utilizing a period of SCATHA
SC3 electron data, the radial and pitch-angle diffusion coeffients were determined and
compared to previous results as a first test of our solution. This was presented ir our first
paper {Reference 5], which can be found in Appendix A and will be hereafter referred to
as Paper 1. These results were expanded on in our second paper |Reference 6], which also
included a discussion of issues concerning dynamic modeling. This work will be referred
to as Paper II and can be found in Appendix B. The development of a nonlinear response
model of radiation belt particles to wave growth and particle precipitation [Reference 7'
was partially sponsored by this study, can be found in Appendix C and will be referred to as
Paper I11. As we have progressed in this study towards a computationally efficient dvnamic
model] of the outer electron belt, we have refined our earlier work on the solution of the
bimodal diffusion equation and its uniqueness into our fourth paper (Paper IV) 'Reference
8). This work can be found in Appendix D. In Section II of this final report, the bimodal
diffusion equation and our general solution is presented, as developed in Papers I, Il and IV.
This general solution can serve as the basis of a new approach to dynamic modeling of the
radiation belts, having the capability to include temporal vaniations, diffusion and trapping.
The next four sections summarize the results of each of our papers from this study. Our
results and conclusions from this Space Radiation Test Model Study are presented in
Section VII. Recommendations for implementation of dynamic modeling in the CRRES
time frame are given in Section VIII.




II. A GENERAL SOLUTION OF BIMODAL DIFFUSION

In order to organize the d'scussion in this report, we briefly summarize the salient
features of simultaneous bimodal diffusion theory [References 1, 9 and 10! and its specific
form developed for efficient data representation in Paper I.

By introducing an approximate invariant valid over a sufficiently thin slice of L-space,
Walt Reference 9' showed that the bimodal diffusion equation can be formulated in con-
figuration and pitch-angle coordinates (L,z.t) where z = cosa. Such a formulation is
particularly convenient for data applications because the coordinates are simple, although
it needs to be emphasized that its validity is restricted to slices in L-space, over which
energy gained or lost from radial diffusion does not impact Walt’s invariant. As discussed
in Paper I the simultaneous multi-mode diffusion equation for the electron distribution
function f can be written

af - ﬂ*lg - —2-—%u 4 u+2—%uaf
I De- [61:2 T a:cJ (L 8L [L ﬁ} (1)

where u and v are considered to be constant parameters. In Paper 1. we showed that if the
pitch-angle and radial diffusion coefficients, D., and Dy, respectively, take on certain
generic forms

D, = D, (F)

- (2)
Dpy = ¢(E)L*

then the general solution to the bimodal diffusion equation can be expanded in terms of
eigenfunctions of various Bessel forms. This convenient property forms our basic principle
to characterize the state of the outer electron belt in a piecewise-continuous fashion in
terms of a data base measured along a satellite trajectory L(t).

The general solution consists of the linear sum of three modal expansions: (1) single-
mode pitch-angle diffusion. (2) single-mode radial diffusion and (3) simultaneous bi-modal
diffusion. Using the device of the Kronecker delta {,,. the three modal expansions can be
written in terms of a single eigenfunction expansion

= 2 Jolkazize)| 4 _
f = Z énO - (l - 6n0)'\;— : _9"87:—)1_) (cn(l - énﬁ)et/?“ - et/t" ian)'n(L) -+ ann(L)]'>
(3)

where k,, is the n'* zero of the Bessel function J; and z, = cosa,. The parameters and
p

n==0

functions are defined as follows:

v
= 1 - =)/ -
=30 - 5/ - 2)
(75—%—%*;3;!/ (4)




A H

= - -1
2
Ya(L) = L7 [Jite(l Bn | /L*)], - [hee(1 B | /L)) ()
Za(L) = L7 [Niso(| Ba [ /L), - [Krae(1 Ba | /L7)] (6)

J is the regular Bessel function, I and K are the modified Bessel functions, and N is the
Neumann function. The usual notation [g]s is defined in this case by

g]s =g if tna>0

(7)

and analogously for {g,<. The separation constants (t,,3,) and parameters of the solution
are related by the algebraic relations

tol = (1 = bno)ryt — €62 N? (8)

r~' = - D,, ki/zz (9)

n

The parameter value A = 4 (i.e., p = 10) is chosen to conform with the consensual L-
dependence of the radial diffusion coefficient [Reference 11}. From Paper I the parameter v
is set to 2 (i.e., € = 0) for ease of computing the Bessel functions. Other values of v are easily
accommodated at the expense of computational speed. Our work so far has demonstrated
the economy of using v = 2, but further refinements can be readily accommodated in our
procedure. Equation (8) will be referred to as the separation equation because the entire
separable diifusion differential equation is reduced by the eigenfunction expaision into this
constraint on the diffusion parameters. It is seen from (9) that the single pitch-angle mode
time constants are negative as expected, since single-mode pitch-angle diffusion always
leads to decay. For radial diffusion, however, the time constants ¢,, can be either positive
or negative over a finite time interval. This is due to the fact that the phase space density
in the finite L domain can rise or fall in time in response to particle transport into and
out of the adjacent volumes. With the sign of each t, not predetermined. the separation
constant 32 can be positive or negative. This is the o.igin of the (J,7) and (N. K) options
of (5) and (6). This general solution to the simultaneous bimodal diffusion equation and
the data representation were :ntroduced and utilized in three of the four papers to be
discussed below as part of our test model study.




III. FIRST RESULTS FROM SIMULTANEOUS BIMODEL DIFFUSION

The general solution of the simultaneous bimodal (radial and pitch-angle) diffusion
equation for the outer electron radiation belts developed in the previous section was first
put forth in Paper I [Reference 5] and is included in this report as Appendix A. The so-
lution was developed with special regard for the requirements of satellite radiation belt
data analysis and is used to test the bimodal theory of outer electron belt diffusion by
confronting 1t with satellite data. Satellite observations, usually over finite volumes of
(L. t) space, are seldom sufficient in space-time duration to cover the relaxation to equi-
librium of the entire radiation belt. Since time scales of continuous data coverage are
often comparable to that of radiation belt disturbances, it is, therefore, inappropriate to
apply impulsive semi-infinite time response solutions of diffusion theory to interpret data
from a finite window of (L, t) space. Observational limitations indicate that appropriate
solutions for the interpretation of satellite data are general solutions for a finite-volume
boundary value problem in bi-modal diffusion. In the paper we tested such a solution as
the prime candidate for comprehensive radiation-belt dynamic modeling by applying the
solution and developing a method of analysis to radiation belt electron data obtained by
the SCATHA satellite at moderate geomagnetic activity. The success of our first results
and the generality of our solution indicate its promise as a new approach to dynamic mod-
eling of the radiation belts. Such an approach should be based on our bimodal diffusion
solution and on satellite data taken on a routine global basis.

Our test data base from the SCATHA SC3 experiment was discussed in Paper I,
followed by an in-depth introduction to bimodal diffusion in the outer-belt region. When
a period of data from day 165, June 13, 1980, was fit to the general solution expansion
(Equations 3 through 9), exclusive of the separation equation (8), the electron distribution
function was characterized by the set of parameters (an,bpn,cpn.tn, Tn,8,). The phase space
volume for this fit covered the region (5.3 < L < 6.7; At = 5 hrs.; 200 keV < £ < 2000
keV: a, < a € 90°). where « is the pitch-angle, a, is the edge of the loss corc and E is
the energy. It was found that five orders of eigenfunctions (n =0-4) per energy channel,
i.e.. 30 parameters per energy channel, were sufficient to characterize the full data base of
5040 data points. Ncte that 7, and 3, were independently derived from the fit and (8)
was not imposed. No iterations were made and a value of { was determined for each order
from (8). 1.e. a set of £,. From Equation (9) the pitch-angle coefficient D, can be derived
from the data set for each energy channel. Figure 1 shows the derived D, together with
the fit errors as functions of e1. rgy. In the solution, D,, was assumed independent of L in
order to achieve separability. From the figure, it is seen that D, is constant with energy,
except for the 448 ke\’ channel. No iterations were made in this early work. In Paper ]
these values of D,, were found to agree with other determinations giving a pitch-angle
diffusion lifetime of about 5 days.

The derivation of the radial diffusion coefficient serves two roles of providing for phys-
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Figure 1.  Pitch-angle diffusion coefficient as function of energy.
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ical data in the outer belt, which can be compared with other determinations from direct
particle observations, and of testing independently the adequacy of our representation to
the data. Figure 2 shows a scatterplot of Dy, versus energy for L = 5.3. As mentioned
above the scatter values of Dy result from our deliberately not enforcing (8) in an itera-
tive manner. A worst case variance of the fit is obtained from the set of £, at each order.
It was found that these order-dependent values of £ clustered closely around those deter-
mined by other workers, an indication that the representation is reasonable. The results
of Paper I were encouraging in that solutions of simultaneous bimodal (pitch-angle and
radial) diffusion theory were shown to have the potential to provide an efficient description
of a SCATHA outer-belt electron data set. The description was achieved in essentially
the initial pass without a systematic fitting procedure. These initial results established
plausibity for the approach.
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IV. HIGH-ENERGY OUTER RADIATION BELT DYNAMIC MODELING

Paper II [Reference 6], which can be found in Appendix B, originated from two papers
we presented at the Conference on High Energy Radiation Background in Space in antici-
pation of the dynamic modeling objective of the upcoming CRRES program. We described
the good results of our initial attempt at constructing the dynamics of the outer electron
radiation belt by combining diffusion theory with data as found in Paper I and summa-
rized in the previous section, as well as discussed issues concerning dynamic modeling in
general. The latter was pertinent to the conference because dynamic modeling skould pro-
vide a means to map the particle phase-space distributions away from the satellite track.
However, the uniqueness of such an off-trajectory projection needs to be determined in
light of the fitting errors involved in the data representation. These issues were brought
up here and analyzed in more detail in Paper IV, summarized in Section VI below.

The formulation of the simultaneous bimodal diffusion problem and our approach is
introduced in a different way from that of Paper I. This may provide a better, or at least
different, perspective of our solution representation. Further, we introduced the fact that
the radial portion of the solution is explicitly a function of ¢ by expressing L as a function
of t. We may rewrite the radial portion of Equation (3) as

h(L(1),t) = €/* [anYn (L(1)) + bnZn (L(1))] (10)

Utilizing L(¢) minimizes the mixing of space-time in our fitting For the near-geosynchronous
SCATHA satellite covering only a small range of L, the effect of space-time mixing is mini-
mal. This allowed us to complete the first test case shown in Paper I. However, for the more
comprehensive situation of highly-elliptic orbits such as that for CRRES, which attempts
to specify the radiation belts over a wide range of L, the trajectory L(t) is a nonlinear
function of t, requiring a nonlinear fit for the determination of the diffusion parameters.
This is illustrated in Figure 3, which shows plots of h(L) for three situations: (a) L and t
independent, (b) SCATHA orbit on which L is nearly independent of ¢, and (¢) CRRES-
like orbit on which L is strongly dependent on t. The strong distortions on panel (c) for
h(L(t).t) relative to the same function h(L,t) on panel (a) signifies that dynamic model-
ing in conjunction with a satellite data base involves much more than obtaining solutions
to diffusion theory. Using L(t) results in a better fitting scheme and supports unique off-
trajectory mappings. Paper II also briefly touched on the problem of magnetic and electric
L-shell-splitting, which needs to be studied further so that it can be taken into account in
the dvnamic models.

The discussion in Paper Il showsed that dynamic modeling differs fundamentally
from radiation belt analysis in that a theoretical representation of the on-trajectory data
set is required to predict fluxes outside of the satellite orbit. The faithfulness of the
projection depends on whether the representation is a good description of the physical
diffusive processes seen in the on-trajectory data. Our test case study yielded results
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Illustration of the nonlinear nature of fitting the radial representation to data.
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dashed lines are L(t). Panel (a) is for an independent (L,t) grid. Panel(b)
is for L(t) specified by SCATHA orbit and panel (c) is for the CRRES orbit.
Note the drastic change of time scale required in order for the CRRES case to
have similar contours for the h(L,t) function as the nearly identical panels (a)
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consistent with basically all other measurements in the moderately active outer electron
radiation belt. The resolution of a number of important issues brought by examination of
the test case awaits further work before operational dynamic models can be constructed.
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V. A NONLINEAR MODEL OF WAVE-PARTICLE INTERACTIONS
IN THE TRAPPED RADIATION BELTS

The interactions cf waves and trapped electrons are described in Paper 111 [Reference
7], which is attached in Appendix C, by a closed system of three nonlinear coupled equa-
tions. The model has applications to many aspects of wave-particle interactions in the
magnetosphere. Nonlinear numerical solutions pertinent to auroral pulsations have been
computed for realistic ranges of physical parameters. The results confirm that precipitat-
ing pulsations can be initiated by either an injection of energetic trapped particles or an
increase in the plasma jonization desity. Relaxation of the system results in cyclic phase
trajectories about a (quasi equilibrium) point that is not located at the initial equilibrium
point. That observation may explain the tendency of auroral pulsations to appear super-
imposed upon an increase in the general rate of electron precipitation. The results also
imply that precipiiation pulsations are most readily initiated by an encounter of drifting
energetic electrons with a region of enhanced cold plasma density.

The interaction between waves and trapped particles in the magnetosphere is a key
problem in magnetospheric physics [Reference 12], whose basic elements are considered to
be well understood. However, the complexity of a full treatment, based on first principles,
of the diffusion of particles into the loss cone and the response of waves to particle diffusion
has restricted quantitative studies to a handful. Davidson et al. [Reference 13 utilize the
SCATHA SC3 data base to test the theoretical trapping limit proposed by Schulz and
Davidson [Reference 14]. The results of the study, under a different sponsorship than that
of this report, were found to be consistent with the proposed model and the numerical
results agreed with the earlier predictions of Reference 8. In this study the pitch-angle
distribution was fit to determine the parameters of the shape. The representation of our
bimodal diffusion solution also determines shape parameters of the pitch-angle distribution.
Thus our representation can monitor the state of the radiation belt and indicate when the
particle populations are approaching isotropy, i.e., approaching the trapping limit.

The modeling applications for which the solutions of Paper IIlI can be applied are
many. In fact, the physical principles and the code used in the paper are applicable with
virtually no modifications to radiation belt particle response to wave-particle interactions
and flux limiting. The nature of the detailed wave modes enters only in the determination
of the physical parameters. This wave-particle interaction model may play a role in our
dynamic modeling in the future.
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VI. TOWARDS DYNAMIC MODELING OF THE OUTER
ELECTRON RADIATION BELT

We show in Paper IV [Reference 8], which is in Appendix D, that the general solution
of a simple form of the simultaneous bimodal (radial and pitch-angle) diffusion equation
can represent the SCATHA outer belt electron distribution to a high degree of accuracy for
periods up to 10 hours. The data representation requires diffusion parameters that are in
agreement with all previous experimental and theoretical determinations of such diffusion
coefficients. Such a representation satisfies the basic requirements towards the dynamic
modeling of the outer electron radiation belts for L < 7 at quiet and moderate geomagnetic
conditions. For L ~ 7 the representation has difficulties with “butterfly” distributions that
may signify energetic electron encounters with the magnetopause. It is demonstrated with
a typical example of computer simulation of electron encounters with the magnetopause
that the effects of the encounter may be highly anisotropic in configuration or in invariant
space.

This paper addresses many of the issues still remaining in our test model study for
developing the tools needed for dynamic modeling of the radiation belts. Because the res-
olution of several of these issues are new in this study, we therefore include major sections
of the paper where they are relevant to our results and conclusions. At least three major
issues require attention if the bimodal diffusion approach to dynamic modeling is to be
pursued. First, we must establish a systematic iterative procedure to achieve a fit of the
data consistent with all the constraints of the solution. This requirement involves not only
specification of the accuracy of the fit in four-dimensional phase space but also satisfaction
of diffusion parameter constraints imposed by bimodal theory. Second, the form of the
bimodal diffusion theory used was computationally efficient but its validity was recognized
to be restricted to a sufficiently thin slice of L-space [Reference 9]. Such a property is not
incompatible with dynamic modeling with a satellite data base since satellite data are nec-
essarily restricted in (L, t) space. Nevertheless, it is crucial to determine the observational
extent of L-space over which the version of bimodal diffusion theory is valid. Third and
most important, the degree of uniqueness of the data representation must be established
since dynamic modeling implies the projection of eleciron fluxes from measurements on
a satellite trajectory to other regions of phase space where direct measurements are not
available. Note that the solution representation of the theory is necessarily unique every-
where if the on-trajectory specification is unique. However, the data fit to the solution is
over a trajectory on which L and t are mixed; therefore, the on-trajectory specification
is not necessarily unique insofar as the separation of L and t effects are concerned. In
order to insure that our iterative procedure for untangling L and t effects does not alias
the projection to other regions of space-time, we must at least demonstrate that our data
representation vields flux projections independent of the projection path.

In Paper IV. we have addressed the above three issues. We have demonstrated that
simultaneous bimodal diffusion theory is an efficient representation of SCATHA outer-belt

15




electron data in the configuration space range (5 < L < 7; At < 10 hrs.) for Day 165.
1980 and Day 110, 1979. Iterative procedures have been devised to improve the fit and to
satisfy diffusion parameter constraints that were not enforced in Paper I. The result is a
reduction of parameters (by ~ 15%) to achieve better fits over a much larger data base (by
~ 100%). We were also able to demonstrate that fit errors do not impact the uniqueness
of off-trajectory flux projections based on the solution representation.

In Paper I it was found that five orders of eigenfunctions (n =0-4) per energy chan-
nel, i.e., 30 parameters per energy channel, were sufficient to characterize a data base of
5040 data points. For Paper 4, we included the effects of the separation equation (8) in
constraining the diffusion parameters (7,,0,,£). Note that the diffusion parameter £ is
independent of order n. whereas the others are order dependent. In Paper I, 7, and G,
were independently derived from the fit and (8) was not imposed. No iterations were made
and a value of { was determined for each order from (8), i.e. a set of §,. It was found
that these order-dependent values of £ clustered closely around those determined by other
workers, an indication that the representation is reasonable. Here we used the constraint
(8) as the focus for an iterative fitting scheme in determining the best order-independent
value of £. Since (8) was imposed, (7,,€) and 8, were no longer independent, thus the
number of required parameters per energy channel was reduced by 4 in this work. The
iteration also improved the fit to the data set. The process of fitting a data set to the rep-
resentation begins with decomposing the electron distribution functions into pitch-angle
eigenfunctions and their amplitudes. We have demonstrated in Paper I that this proce-
dure is highly accurate. We shall focus our discussion below on ine decomposition of the
pitch-angle amplitudes into eigenfunction expansions in L.

We have devised a nonlinear fitting procedure keyed to the iterative determination of
the order-independent radial diffusion parameter £ in the separation equation (8). In the
first pass, the procedure described in Paper I is applied and the separation equation (8)
is solved for each order, resulting in a set of order-dependent parameters £,. Iterations
begin with the choice of an interim mean value { = (£,) where the averaging is weighed by
the eigenfunction amplitudes (an,bs). The interim value ¢ is enforced in (8) to determine
new values of the parameters (7., 85) in a new fit. With the new parameters, a new set of
§. is determined by solving (8) exactly and another iteration cycle begins. The iterative
procedure continues until the residual error in the equality between the left and right hand
side of (8) can no longer be improved upon. The final value of £ is taken to be the fit value
of the diffusion parameter. This is a nonlinear iterative procedure; therefore. there is no
a priori guarantee that it is convergent. In practice, it converges because the set of £, In
the first pass is closely clustered to begin with. Figure 4 shows an example of the degree
to which the constraint (8) is obeyed by the initial and final iterations of the procedure.

The iterative scheme has been applied to ~ 4 hours of SCATHA electron belt data
for Day 165, 1980 and to ~ 9 hours of data for Day 110, 1979. Figures 5 and 6 show three-
dimensional plots of the data and the fit reconstructions for these two days. respectively. It
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Figure 4. Values of the right hand side (RHS) and left hand side (LHS) of the separation
Equation (8) are plotted as functions of order n for (a) the initial iteration and
(b) the final iteration. The equality is enforced as a fit constraint in this paper.
Note the large divergence at order 2 in the initial iteration.
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should be noted that reconstruction errors for both days are primarily concentrated in the
high-L and a ~ 90° region. We found that this region is rich in “butterfly” distributions
[References 15 and 16]. These will be discussed in more detail below. Figures 7 and 8 show
the distributions of the fit errors for each data point in the initial and final passes of the
iterations for the two days, respectively. The data points associated with the large-error
tail of the error distributions, Jess than 1000 data points in each data set, are again related
to “butterfly” distributions, although a substantial portion of the large fit errors are also
contributed to by some noisy data in the data base. Unsmoothed raw data is used to tally
the percentage error in these figures. Figure 9 shows the comparison of radial diffusion
coefficients determined in this work with all other known observational and theoretical
determinations [References 17 through 29]. The mottled band of D values in the figure
corresponds to this work. The spread of the band is due to energy dependence of the
diffusion coefficient. The larger cross-hatched band of Dp; values was determined in
Paper I and is due not only to the spread of energy channels but also primarily to the
dependence of £ on order. It is seen that our enforcement of (8) allows for 2 much more
precise determination of the radial diffusion coefficient. Energy dependence is not always
addressed in other work.

For a data repesentation scheme to qualify as a dynamic modeling scheme. it must
demonstrate the ability to uniquely predict (or obtain by projection), the off-trajectory
electron distributions, from a set of on-trajectory electron distributions. The use of the
general solution to bimodal diffusion theory yields a naturally unique off-trajectory projec-
tion within the limitations of the assumed physics. Whether the assumed physics correctly
describe the actual processes prevailing in the particular region of the outer electron belt
is a separate issue to be discussed below. Within the scope of diffusion theory, if the
on-trajectory representation is exact, the projection to any off-trajectory point is also in-
dependent of path because the solution is uniquely specified everywhere that it is valid.
Since the on-trajectory representation is not given a priori (but given as a fit based on
a data set that mixes L and t), an important question arises: Can the fit errors due to
aliasing L and t destroy the uniqueness of the projection by making it path dependent?

We have investigated this problem of projection consistency (or path dependence;
for our representation by projecting to an off-trajectory point from two well-separated
on-trajectory points: one having the same L and the other having the same t as the off-
trajectory point. The projection paths are thus along the t and the L axes. respectively.
Figure 10 shows the results of such a uniqueness test for Day 110, 1979. The projection
in our representation is indeed path independent. This test clears a hurdle for using the
bimodal diffusion solution for outer-belt dynamic modeling, since it demonstrates that
uniqueness is not destroved by the fit errors. It must be noted that this is only an internal
consistency test, not a validity test that diffusion theory correctly describes the prevailing
physics of the outer belt. A validity test requires data sets from more than one satellite.

18




DAY 165, 1980
L = 2885 keV

sec 'J)

SPACF
~ D
" key 3 5T,

PH,sp
19

{x]g

(b)

Three-dimensional presentation of the phase space density of (a) the data base
and (b) its reconstitutions for the 28S.5 ke\" channel of Day 165, 1980 in pitch

Figure 5.
angle and L. Large errors are found primarily in the corner of (b) pertaining to
large L and large pitch angles. Noisy data near L ~ 5.7 also resulted in some

error.
19




DAY 110, 1979

L = 448 keV
~ it
M _'i‘ [
@) 7.0 o -
S
- $ 3
- N“ -
s &
[£3)
D om
T = .
0.0 E -
7.2 =
6.9 Z
© 18 6.6
Qo“‘]' 36 6.3
.l)l)'(* 54 6.0 v
//.,,4 72 5.7
90 5.4

Three-dimensional presentation of the phese space density of (a) the data base
and (b) its reconstitutions for the 448 ke\' channel of Day 110, 1979 in pitch

Figure 6.
angle and L. As in Figure 5. the large errors are mainly confined to the corner

of (b) pertaining to large L and large pitch angles.

20




COMPLETE DECOMPOSITION

3500 T T T T T -
" e T
= 2800 [ - T .
4 r .
o .
Q- ®
2100 .
< »
- .
<
S 400 » -
- ¢ DAY 165, 1980
< L=6.30-5.37
E5 * E =288.5-2011 keV
f 700 Kp =4+ Dst=-47 -
TOTAL POINTS = 3420
0 1 ! L1 1 ] i J 1 1
<10 <30 <S50 <70 <90 <oo
PERCENTAGE ERROR
Figure 7. The distribution of fit percentage errors in the reconstitution of all the data

points in the Day 165, 1980 data base. The error distributions of the imtial
and final iterations are shown as dots and asterisks. respectively.

21




7500 COMPLETE DECOMPOSITION

TOTAL DATA POINTS

F 3
»* ¥
6000 [ * "f ¢ .
* .
e 3 °
e °
4500 [ M e 1
.* °
3000 + ¢ =
Day 110, 1979
* L=54-72
L E=203-2011keV
1500 | Kp=0+ Dst=4d 4
Total points = 7350
0 1 11 1 1 1 1 i L 1 1
<10 <30 < 50 <70 <90 < oo

PERCENTAGE ERROR
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Figure 9. Comparison of the radial diffusion coefficients determined in Paper IV for the
energy range 0.2-2.0 keV (mottled area) with Paper I (cross-hatched area) and
with the compilation of West et al. {1981;, whose individual analysis yields
curve 1. Curves 2-8 are experimental: 2, Tomassian et al. [1972]; 3, Farley
1969;: 4. Newkirk and Walt [1968bi; 5, Lanzerotti et al. 1970": 6, Newkirk and
Walt 11968b,, Falthammar [1970}; 7. Newkirk and Walt '1968a}; 8, Kavanaugh
1968;. Curves 9-14 are theoretical or semi-theoretical: 9, Nakada and Mead
'1965;: 10, Tverskoy [1965; 11, Birmingham '1969}: 12, 13, Cornwall [1968]; 14,
Holzworth and Mozer 1979;; 'References 17 through 29, respectively].
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C.

24




A valid dynamic model should be able to “predict” one satellite data set from the solution
fit to the other satellite’s data set, and vice versa.

We have repeatedly stated from the outset that the validity of the form of simultaneous
bimodal diffusion theory chosen for this study is very severely limited, particularly in
regions of the outer electron belt at L > 7. The first limitation is that Walt’s invariant
[Reference 9 remains so only within a limited slice of L. This property of piecewise
invariance is exploited as much as possible in our application in the region 5§ < L < 7, but
there must be constraints to the exploitation. In the stable regions of the outer belt at L <
5, we do not see any reason why the application of the representation will be different from
that shown here, although it is necessary to test it with another satellite data set because
SCATHA does not cover that region. For L > 6, we sometimes encounter difficulties with
“butterfly” pitch-angle distributions. We recognized at the outset that an important factor
limiting the validity of the representation is the effects of third invariant violations that may
or may not be describable in terms of diffusion. Such effects can be due to severe magnetic
or electric shell splitting or to encounters with the magnetopause. In such encounters,
the electron distribution on a given L-shell can be changed catastrophically. Since such
third-invariant violating effects are deemed to be most effective at the equatorial region, it
is usually assumed that their signature is a loss to the drift shell of equatorially mirroring
particles (those with ~ 90° pitch angle) leading to the so-called “butterfly” distributions
‘References 15 and 16;. Such an expectation seems reasonable as far as the pitch-angle
distribution is concerned; however, the transport in the configuration part of phase space
is a matter that has not been investigated beyond the expectation that the third invariant
is drastically violated.

Since our representation is not expected to be valid for describing such drastic viola-
tions of the third invariant, the inclusion of such distribution functions in our data base
incurs large errors in the representation. These constitute a part of the large-error tail of
the error distributions shown in Figures 7 and 8. The successful treatment of the “butter-
fly” events constitutes the remaining hurdle towards dynamic outer electron belt modeling.
The solution to this important problem is beyond the scope of this brief report but we
shall address some salient points here. An initial reaction to the failure of the simple form
of radial diffuion used is to assume that another form of radial diffusion, perhaps in third
invariant coordinates, may be a better description of the physics involved in “butterflies”.
Such may indeed be the case, but a more primitive question needs to be considered first:
Are encounters involving drastic violations of the third invariant necessarily diffusive in
the configuration part of phase space?

In order to answer this and related questions, we have initiated computer simulations
of 10 MeV electrons encountering a realistic, non-turbulent paraboloidal magnetopause
'Reference 30 in the configuration of a Tsyganenko [Reference 3] field model. The mag-
netic field magnitude drops by 30 nT across the magnetopause at the sub-solar point.
The field configuration outside merges smoothly into a uniform southward interplanetary
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configuration. The important feature of the magnetopause encounter is that the elec-
tron executes trapped bounce motion occasionally on inward field lines and, in between
bounces, it skips along the equatorial regions sometimes inward and sometimes outward
of the magnetopause boundary with differing amounts of residence time, dependent on
pitch angle and gyration phases; i.e., there is little evidence of scatter perpendicular to the
boundary. Such anisotropic scatterings in encounters with the magnetopause can hardly
be described in simple terms of isotropic diffusion, in invariant coordinates or otherwise.
The encounter effects are somewhat more isotropic in configuration space if the magne-
topause is not smooth, but the anisotropy will remain since the average magnetic field is
non-zero both inside and outside. Clearly the equatorial skippings are likely to lead to
enhanced pitch-angle diffusion; however, pitch-angle diffusion cannot produce a “butter-
fly” population. On t.e other hand, skippings along the equatorial magnetopause, which
cuts through many L-shells, clearly constitute transport in L and, consequently, viola-
tion of the third invariant, as expected. The loss to a given L-shell of electrons, which
skip to a different L-shell along the equatorial magnetopause, will clearly produce a “but-
terfly” distribution. The surprising feature of the simulation is that this transport in L
is anisotropic in configuration space and can hardly be considered diffusive. Based on
computer simulations of magnetopause encounters, the “butterfly” distribution is but a
superficial signature peculiar to the process in which violations of invariants occur with
drastic anisotropy in configuration space. Further, the channeling of electron motion pro-
vided by the sharp magnetic field gradient at the magnetopause boundary surface indicates
that it acts macroscopically as a scattering boundary to outer-belt electrons, having simul-
taneously the properties of a sink to electrons approaching the boundary on given initial
L-shells intercepting the magnetopause and of a highly anisotropic source of electrons to
L-shells intercepting the magnetopause inward of the initial L-shell. In the non-turbulent
magnetopause case, virtually no electrons were lost to interplanetary space. It appears
that diffusion in invariant space is not the panacea that cursory considerations make it out
to be.

By testing against a SCATHA electron data base, we have found a computationally
practicable representation for the outer-belt electron distribution from the general solution
of a simple version of the simultaneous bimodal diffusion theory that satisfies the basic re-
quirements for outer-belt dynamic modeling inwards of L ~ 7. The representation fails to
characterize the small portion of outer-belt electron populations known as “butterfly” dis-
tributions. The nature of outer-radiation-belt electron encounters with the magnetopause
needs to be investigated beyond the superficial formation of “butterfly” pitch-angle dis-
tributions. In particular, the distribution of “butterflies” in configuration space can shed
light on the scattering processes in encounters with the magnetopause.
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VII. RESULTS AND CONCLUSIONS

Early in this Space Radiation Test Model Study we developed the necessary tools for
handling the SCATHA SC3 electron data in both configuration and invariant coordinates.
We mapped the phase-space distribution functions in terms of observable parameters at
fixed first and second adiabatic invariants. We have subsequently developed the inverse
algorithms for mapping the distribution in terms of the invariants at constant energy and
pitch angle, the observable parameters. A computationally efficient procedure for calculat-
ing the third adiabatic invariant and the drift motion of particies was also demonstrated.
Using these tools the SCATHA environmental data base was surveyed for periods of inter-
est to this study. We then proceeded in an iterative fashion to solve the bimodal diffusion
equation and test it with the data base. The following results and conclusions can be
drawn from this study:

1. A computationally efficient representation was obtained based on a solution of the
simultaneous bimodal (radial and pitch-angle) diffusion equation in the configuration
and pitch-angle coordinates (L, z,t).

2. The solution representation was tested against the SCATHA SC3 data base and was
found to be good for L < 7.

3. The Bessel function expansion in the pitch-angle coordinate provides a means for
identifying the pitch-angle distribution, e.g., for a normal, “butterfiy” or isotropic
distribution, and thus for monitoring the state of the radiation belt over time.

4. Data obtained on-trajectory as a function of L(t) and ¢ do not necessarily lead to a
unique off-trajectory projection. However, we have explicitly tested our representation
and procedure, finding that they provide a unique projection away from the spacecraft
orbit.

5. Based on the off-trajectory uniqueness, our representation will provide dynamic mod-
eling for L < 7, if there are no “butterfly” pitch-angle distributions present in the
data base.

6. “Butterfly” distributions lead to large errors when they are included in the data set
to which the simultaneous bimodal diffusion solution is applied.

et}

The nature of “butterfly” distributions has been elucidated with a particle simula-
tion code. They are characterized by third invariant violation, as well as anisotropic
transport, in configuration space. This effect has not been discovered until now.
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VIII. RECOMMENDATIONS

From the results and conclusions in the previous section of the report, the following

recommendations are suggested for implementation in the near future in order to perform
dynamic modeling of the radiation belts in the CRRES time frame.

1.

In order to implement dynamic modeling of the outer radiation belt, our representation
of the electron data should be used for L < 6.

The “butterfly” distributions should be investigated further with computer simulation
and the findings should be incorporated into the diffusion theory.

Shell-splitting effects on lower-energy particles due to steady electric fields and mag-
netic fields should be investigated.

A procedure should be developed to couple all of these effects into the diffusion theory
and our data representation, leading to the capability for dynamic modeling of the
radiation belt.

The dynamic model should be tested with SCATHA SC3 data for the outer belt

region.

The dynamic model should be tested with CRRES high-energy electron data over the
whole radiation belt.

28




o

Ot

o

1

1U.

11.

REFERENCES

Falthammar, C. G. and M. Walt, “Radial motion resulting from pitch-angle scattering
of trapped electrons in the distorted geomagnetic field,” J. Geophys. Res., 74, p.
4184, 1969.

Tsyganenko, N. A.and A. V. Usmanov, “Determination of the magnetospheric current
system parameters and development of experimental geomagnetic field models
based on data from IMP and HEOS satellites,” Planet. Space Sci., 30. p. 983,
1982.

Tsyganenko, N. A., “Global quantitative models of the geomagnetic field in the

cislunar magnetosphere for different disturbance levels,” Planet. Space Sci., 33,
1347, 1987.

Nightingale, R. W., Y. T. Chiu, G. T. Davidson, W. E. Francis, M. A. Rinaldi, R.
M. Robinson, and R. R. Vondrak, “A space radiation test model study.” Report
AFGL-TR-86-0064, (ADA169412), Air Force Geophysics Laboratory, Hanscom
Air Force Base, MA 01731, March 1986.

Chiu. Y. T., R. W. Nightingale and M. A. Rinaldi, “Simultaneous radial and pitch
angle diffusion in the outer electron radiation belt,” J. Geophys. Res., 93, 2619,
1988.

Chiu, Y. T., R. W. Nightingale and M. A. Rinaldi, “High-energy outer radiation belt
dynamic modeling,” AIP Conference Proceedings for the Conference on High
Energy Radiation Background in Space, held at Sanibel Island, Florida, Nov.
3-5, 1987, (to be published in) 1989.

Davidson, G. T., and Y. T. Chiu, “A nonlinear model of wave-particle interactions in
the trapped radiation belts: Auroral pulsation solutions,” Geophyvs. Res. Lett.,
14,1166, 1987.

Chiu. Y. T., M. A. Rinaldi, W. E. Francis, and R. W. Nightingale, “Towards dyvnamic
modeling of the outer electron radiation belt,” (to be submitted for publication),
1989.

Walt., M., “Radial diffusion of trapped particles.” in Particles and Fields in the
Magnetosphere. ed. by B. M. McCormac. D. Reidel. Hingham, MA, p. 410.
1970.

Roederer. J. G., and M. Schulz. “Effect of shell splitting on radial diffusion in the
magnetosphere.” J. Geophys. Res., 74, 4117, 1969.

Schulz. M. and L. J. Lanzerotti, Particle Diffusion in the Radiation Belts, Springer-
Verlag, Berlin. Germany, 1974.

29




12.

13.

14.

16.

17.

18.

19.

20.

21.

22.

23.

24.

Kennel, C. F., and H. E. Petschek, “Limit on stably trapped particle fluxes.” J.
Geophys. Res. 71,1, 1966.

Davidson, G. T., P. C. Filbert, R. Nightingale, W. L. Imhof, J. B. Reagan. and
E. C. Whipple, “Observations of intense trapped electron fluxes at synchronous
altitudes,” J. Geophys. Res. 93, 77, 1988.

Schulz, M., and G. T. Davidson, “Limiting energy spectrum of a saturated radiation
belt,” J. Geophys. Res. 93, 59, 1988.

West, H. 1., Jr., “The signature of the various regions of the outer magnetosphere
in the pitch angle distributions of energetic particles,” in Quantitative Modeling
of Magnetospheric Processes, ed. by W. P. Olson, American Geophysical Union.
Washington D. C., p. 121, 1979.

Sibeck, D. G., R. W. McEntire, A. T. Y. Lui and R. E. Lopez, “Magnetic drift-
shell splitting: Cause of unusual dayside particle pitch angle distributions during
storms and substorms,” J. Geophys. Res., 92, 13,485, 1987.

West, H. 1., Jr., R. M. Buck, and G. T. Davidson, “The dvnamics of energetic elec-
trons in the earth’s outer radiation belt during 1968 as observed by the Lawrence

Livermore National Laboratory’s spectrometer on Ogo 5,” J. Geophys. Res., 86,
p. 2111, 1981.

Tomassian, A. D., T. A. Farley, and A. L. Vampola, “Inner-zone energetic electron
repopulation by radial diffusion,” J. Geophys. Res., 77, 3441, 1972.

Farley, T. A., “Radial diffusion of starfish electrons,” J. Geophys. Res., 74, 3591,
1969.

Newkirk, L. L., and M. Walt, “Radial diffusion coefficients for electrons at 1.76 <
L <5, J. Geophys. Res., 73, 7231, 1968b.

Lanzerotti, L. J., C. G. Maclennan, and M. Schulz, “Radial diffusion of outer zone

electrons: An empirical approach to third invariant violation,” J. Geophys. Res.,
75, 5351, 1970.

Falthammar, C. G., “Introductory survey of radiation belt diffusion,” in Particles
and Fields in the Magnetosphere, ed. by B. M. McCormac, D. Reidel. Hingham,
MA, p. 387, 1970.

Newkirk, L. L., and M. Walt, “Radial diffusion coefficients for electrons at low L
values,” J. Geophys. Res., 73, 1013, 1968a.

Kavanaugh, L. D., Jr.. “An empirical evaluation of the radial 4iffusion coefficients
for electrons of 50-100 keV from L = 4 to L = 7.7 J. Geophys. Res., 73. 2959.
1968.




o
Ot

o
-1

30.

Nakada. M. P.. and G. D. Mead, “Diffusion of protons in the outer radiation belt.”
J. Geophys. Res., 70,4777, 1965.

Tverskoy, B. A., “Transport and acceleration of charged particles in the earth’s
magnetosphere,” Geomagn. Aeron. Engl. Transl., 5, 617, 1965.

Birmingham, T. J., “Convection electric fields and the diffusion of trapped magne-
tospheric radiation,” J. Geophys. Res., 77, 2169, 1969.

Cornwall, J. M., “Diffusion processes influenced by conjugate point wave phenom-
ena.” Radio Sci., 3, 740, 1968.

Holzworth, R. H.. and F. S. Mozer, “Direct evaluation of the radial diffusion coef-
ficient near L = 6 due to electric field fluctuations,” J. Geophys. Res.. 84, 2559.
1979.

Stern, D. P., “Parabolic harmonics in magnetospheric modeling: The main dipole
and the ring current,” J. Geophys. Res., 90, 10851, 1985.

31




Appendix

A Paper 1|

B Paper II

C Paper Il

D Paper IV

APPENDICES

Page
Simultaneous Radial and Pitch Angle Diffusion in the Quter
Electron Radiation Belt ............... .. i, A-1
High-Energy Outer Radiation Belt Dynamic Modeling ............... B-1
A Nonlinear Model of Wave-Particle Interactions in the Trapped
Radiation Belts: Auroral Pulsation Solutions ....................... C-1

Towards Dynamic Modeling of the Outer Electron Radiation Belt ... D-1

32




JOURNAL OF GFOPHYSICAL RESEARCH, VOL 93 NO A4, PAGES 2619-2632. APRIL 1, 198R

Simultaneous Radial and Pitch Angle Diffusion
in the Outer Electron Radiation Belt

Y. T. CHiv, R. W. NIGHTINGALE, AND M. A. RiINALDI

Lockheed Palo Alio Research Laboratory, Califormo

A <olution of the bumodal (radial and piich angle) dilfusion equanon for the radiation belis 1s devel-
oped with special regard for the requirements of sateliite radiation belt data analysis. In this paper. we
use this solution 1o test the bimodal theory of outer electron belt diffusion by confronting it with satellite
data Satcllite observations, usually over finite volumes of (1., 1) space, are seldom sufficient in space-time
duration 1o cover the relaxation 1o equiibrium of the entire radiation belt. Since ime scales of continu-
ous data coverage are often comparable to that of radiation belt disturbances, it 1s therefore nappro-
priate 1o apply impulsive semi-infinite ume response solutions of ditTusion theory to interpret data from a
fimite window of (L. 1) space Observational lumitanons indicate that appropnate solutions for the
nterpretation of satellite data are general solutions for a fimite-volume boundary value problem 1n
bimadal ditusion Here we test such a solution s the prune candidate for comprehensive radiation belt
dynamic modeling by appiving the solution and developing a method of analysis to radiation belt
electron data ohtained by the SCATHA satellite at moderate geomagnetic activity. The results and the
generality of our solution indicate 1ts promise as a new approach to dynamic modeling of the radiation

belts

[, INTRODUCTION

In the three decades since the discovery of the radiation
belts. the physics of geomagnetically trapped radiation has
evolved from the posiion of being the motivating force of
space plasma physics 1nto the current state of relative quies-
cence This is not necessarily due to a matured understanding
of radiation belt dynamics: rather. it s due to a relative lack
of opportumues 1o place into suitable orbit advanced instru-
ments that can cover the large dvnamic range of radiation belt
particle vaniations in space. time, energy and pitch angle
{ph.ase ~pacer New discoveries 1in auroral phenomena in the
late 1970s and early 1980s have also attracted research interest
away from the radistion belts toward the low-energy high-
latitude plasma Indeed. aside from geo-synchronous-orbit in-
struments which are especially suitabie (or studies of sources
(e g. Baker et al, 1978], there exist few electron radiation belt
data sets since QGO-51n 1968 [eg. Wesr er al. 1981, and
references therein] that can provide the appropriate dynamic
range in phase space coverage suitable for specifying the dy-
namics of the outer electron radiation belt. Among these, the

data from the l.ockheed SC-3 instrument on board

SCATHA (P78-2) spacecraft launched 1n 1979 15 umique In
that 1t has excellent pitch-angle resolution covering the very
narcom loss cone st the quasi-equatorial orbit of the space-
craft [Reagan et ai, 1981]. Further, since the spacecraft is not
evactly geosynchronous, the L shell coverage of 513 to 8.7 n
the data provides a testing ground for further specifications of

the dynamics of the outer radiation belt.

Relative inactinaty n the scientific aspects of radiation belt
physics in the last decade does not imply. however, a decrease
of apphcational demand for radiation environment specifi-
cation Indced. as a result of increasingly complex and scnsi-
tive space nstrumentation and activines, demands for im.
proved radistion environment specitication have become the
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driving force for a revisit and a further cflort at solving the
important problems of radiation belt dynamics left unsolved
in the carly 1970s. The upcoming Air Force NASA Combined
Rcicase and Radiation Effects Satcllite (CRRES) crystahzes
these rescarch trends, for the goal of its main complement of
instruments is to develop a data base for comprehensive speci-
fication of the particle populations in the space radiation enwvi-
ronment.

The collection of data by a single satellite mission. however,
comprehensive, is not sufficient to specilv the worldwide rads-
ation envirermen? in space and ume This can only be
achieved by the theoretical exphcation of the dynamics wath a
priors physical laws so that predictive models. based upon and
verified by data, can be constructed for applicational needs
Such an cbjective s the eventual goal for which the present
work 15 mmtended as a first step.

In this paper. we focus on dernving a practicable solution of
the diffusion physics for outer radiation belt electrons The
solutton must be appropniate for the fimte space-time cover-
age of the data so as to hmit theoretical assumptions that are
not directly relevant to the data. We shall demonstrate that
these goals can be achieved, at least for the region of space
covered by the SCATHA spacecraft in a moderately active
outer radunion belt, by apphestion of o general eigenfuncuon
cxpansion solution to the simultaneous radial and pitch angle
diffusion equation. Although our solutions are admittedly ap-
proximations to the complex bimodal di** usion physics, our
work here represents. insofar as we can determine, a first com-
prehensive attempt to confront simultaneous bimaodal ditfu-
ston theory with data As such at the current prinitive stage
of simultaneous bimodal diflusion theory, we found 1t neces-
sary to make a number of simplifying assumptions n order to
achieve a complete soiution. which_ insofar as we can deter-
mine. has not been written down before We impose stnidt
disciphne 1n fitting the data to the solution, however The
result v i Kt to the entire data e energy specttum. [ oshell,
mitch angle and time 1 he diffusion parameters vielded by the
fit compare well with other determmnations from sinple-mode
dituston theory It important to note. howeser. that the
tesults of the present work dare not meant to be apphoeble 10
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Fig. 1. Ten-minute averaged clectron fluxes integrated over all
pitch angles for seven cnergy channels measured by the Lockheed
SClinstrument on board SCATHA during day 165, 1978 This is the
data set 1o be analyzed in this paper

outer belt electrons under very active geomagnetic conditions
when sheil sphtting and magnetopause transit eflects become
dominant.

In section 2, the umique characteristics of the Lockheed
SCATHA data base are discussed in terms of their applica-
bility 1o explicating dynamics of the outer ridiation belt. In
scction 3, a bricf review of the theoretical development in
radiation belt diffusion physics is followed by the derivation of
a gencral bimodal simultaneous diffusion solution suitable for
situations encountered in satellite sampling of radiation belt
dynamics. The most important point is that satellite observa-
tions 1n a linite segment of space-ime are not amenable to
interpretations in terms of a relaxation to equihibrium. The
apphcation of theory upon the chosen data set is presented in
scction 4. In scction 5, tiic physical implication of the data
representation and its apphicavions to comprehensive dynamic
modeling of the outer radiation belt will be discussed.

2. DAIA BASt CHARACTERISIICS

The USAF'NASA P78-2 spacecraft studving  satelite
charging at high altitudes (SCATHA) was launched on Janu-
ary 30, 1979, In 1ts final orbit the satellite nominally spins at
~ | rpm and traverses an altitude range between ~ 27,500 km
at perigee and ~45.200 km at apogee twice a day within a
lattude range of +15. This coverage corresponds to an L
shell range of about 53 to 8.7 in the near-geosynchronous
region Regardless of the orientation of the orbit with respect
to the Earth-Sun hne, SCATHA spends ~83". of the time
beyond [ =

The Lockheed high-energy particle spectrometer, SC3. 1s a
solid-state particle telescope, employing a series of surface bar-
rier sithcon detectors, that primartly measures energetic elec-
tron Muxes as 4 function of encrgy and pitch angle. The instru-
ment normally operates in two energy modes with the lower
mode covering the electron energy range between 47 to 299
keV in 12 channels. each about 21 keV wide The higher
enerpy mode extends over the electron energy range from 256
10 4970 keV on 12 channels each WY keV wide SC3Y has
exwcellent pitch angle resolution and pointing ahignment. suf-
haent 1o Jook into the loss cone. thereby allowing precise
fitting of the pich angle distnibutions The held of view of the
detector 1s 3, providing an etlective angular width for the

A-
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detector response of ~d4-, which includes the 3" sweep of the
detector for each 0.5-s accumulation period This detector re-
sponse should be compared with the expected loss-cone width
of 4° to 6° in the near-synchronous region The spectrometer
is ahgned perpendicular to the spin axis of the sateliite. sweep-
ing through almost all pitch angles (from 0 to S0 ) four times
per minute. The SC3 instrument has been acquiring data and
operating normally since launch. A more complete description
of the instrument can be found in Reagan et al {1981]

The Lockheed SCATHA SC3 data base consists of ~950
days of digitized data on magnetic tape from launch in 1979
to the present in several intervals. The pitch angle for each
accumulation period is determined using data from the on-
board vector magnetometer (SC11). From the data tapes a
condensed data base of 10-min averaged, pitch angle binned
clectron fluxes for the 24 energy channels over the full energy
range of 47 to 4970 keV, has been generated for on-line stor-
age on a VAX 11/780. For each 10-min time interval the data
are grouped by pitch angle values into 3° bins from 0 to 90,
making 30 pitch angle bins for each energy channel in the
interval. Every 10-min interval also includes the universal ume
(UT), local time (LT), latitude, longitude. Kp, Dsr. magnetic
latitude, B/B,, value, and the L shell value for the SCATHA
spacecraft. The quiet ume Olson-Pfitzer [Olson et al.. 1979)
magnetic field model together with the formulations of Mcli-
wain [1961] for L shell were used to calculate the last three
ephemerides. This multiparameter data base facilitates the
generation of energetic electron distribution functions 1n
adiabatic-invariant coordinate space

The SCATHA orbit has a daily perigee of L ~ 5.3 and an
apogee that often carries it beyond L = 8.6. The orbit pre-
cesses eastward at ~ 5.3° of longitude per dayv: so the line of
apsides gradually rotates eastward with respect to the noon-
midaight meridian at ~4.3° per day. An especially important
region is near 7 R, where trapped-particle drnift orbits can
cross the magnetopause boundary, the latter depending on the
activity level and located somewhat beyvond L = 7 on the day-
side. Electrons with large pitch angles that encounter the mag-
netopause boundary are presumed to be scattered and ef-
fectively removed from the dnift shell on which they had start-
ed. As a result of losses at the magnectopause. the electron
distributions on the evening side are often depleted at large
pitch angles; this depletion is very pronounced when the mag-
entic field is distorted 1n the development of a substorm tor
storm), and is an important indicator of geomagnetic activity
Sibeck et al. [1987] discussed such a case of anomalous shell
splitting but our distributions in the selected data base do not
show such fcatures

The SCATHA SC1 temporal data sct was from the latter
portion of day 165, June 13, 1980, a moderately active peniod
with Kp= +4 and Dsi = — 50 Two days earlicr a geomuag-
netic storm had occurred. but the magnetosphere had <ince
relaxed enough that the observed electron fluxes on duy 16
were smoothly varying with no pitch angle signatures of parti-
cle loss in the magnetopause Figure [ shows the 10-min
averaged data integrated over all pitch angles for seven
channels of electron flux During this period the spacecraft
was dafting inward from [. = 72to L. = 53 The [ <hell tange
included 1n the analysis has been restricted to [« b4d8 to
eliminate the large vanabihity of the electron flunes berond the
geossnchronous region [West er al. 1981 and the low (ount
rates due to the approumatels exponential fall off with in-
creasing L shell [Reaquan et al . 1981 In addition we have
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selected for the formal analysis only those data channels
above 256 kheV so as to eliminate channels which are most
likely to be aflected by convective forces or resulting from
conseguences of the major storm preceding the data period.
Data with electron energies above 2208 keV have low statis-
tics and are also excluded from the data set. Data from energy
channels outside of these hmits are also analyzed to show the
extraneous factors in data analvsis that a theoretical diffusion
picture must contend with. Figure 2 illustrates typical pitch
angle distributions during this time for the selected energies.
Although the period was moderately active, the magnetic field
was smoothly varying, with a field direction that remained
perpendicular to the spacecraft spin vector. This allowed SC3
to look nte the loss cone for the whole period, providing data
over the full pitch angle range. In addition, the pitch angle
distributions were smoothly varying and without signatures
that indicate loss at the magnetopause.

Linally, 1t must be reiterated that the above test data set
was preselected on the bases of moderate geomagnetic ac-
tiaty . nonevistence of magnetopause boundary crossing signa-
tures. avardance of convective eftects and statistical sufficiency
alone f'nee the data set was chosen, no other data sets were
analyzed unul the tests presented below were completed. In
the course of the work. no other criterion was applied to the
data and no search for another data set was conducted.

T Brsooar Dirrtston s i Ouiaer Berd

The framework of radiavon belt diffusion theory has been
based on the well-developed Jacobi-Hamilton formulation for
motion of magnetically trapped particles and the Boltzmann
cquation for an ensemble of such particles in space {cf. Schul:
and Lanzororn, 19747 In the 1deal case. because of the exis-
tenve of ovdic co-ordinates corresponding to the gyration,
bhounce and dnft periodic motons, the state of the radiation
beit 18 given by the sofution to the cothsionless Boltzmann's
equation for the disttibution function

tiv . J Ay = const (@)

where (A 4. are. respectively, the tirst, second and third
adigbatic ivanants (/. 1, 1) to the moton To the extent
that scatterings of the trapped particles (by plasma waves in
the magnetosphere and by interactions with the collisional
atmosphere at the aurrors) violate the invanants, the distn-
bution f undergoces redistribution an (M. J. @) space, or equiv-
alently. i phase space This redistribution of f1s most nigor-
oushy treated in kinetie space plasma physics as solutions to
Holtzmann's equation with colhsion integrals However, a tra-
ditional Fokker-Planck development of microscopic kinetic
theors leads to a formulation of the famihar diffusion picture
for which the eflects of the above scattertngs in random-phase
aggregate are assumed to be described by the diffusion equa-
tion

or,

ot l, Y t>I,
where we have adopred the convennen that repeated indices
are summed over the canomeal anvarant varables In (2), the

encrgies of the partidle population are assumed sulficientiv
high that 1he phvacs of the scantenngs v contaned in the
components of the ditasion matris D)) The scatterings that

viatate the adiabatic ancanants can. an generill violate any

combination of them at the same ume and the existence of
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many plasma wave modes imply that the nine terms on the
right-hand side of (2) may in general be hopelessiy tangled. As
a result, it can almost be said that radiation belt diflusion
theory consists of attempts to consider approximations in tso-
latuing the dominant contributions to the night-hand side of (2).
Included in such efforts are attempts to discover coourdinates
other than invariants in which only one or two dounnnant
dilTusion terms and dugonal diffusion matrices can be ob-
tained. Unfortunately, only one-dimensional considerations, in
radial or in pitch angle diffusion, have previously been at-
tempted.

The intractability of (2) 1n any form more complex than that
of a single mode has given rise to the tradiional treatment of
single-mode radiation belt diffusion in some single variable,
say y.1n the form

3

where K is a Jacobransappropriate for the transformation
from particular canonmical termsan (2), /.15 a loss term and §
ts a source term. Both [oss and source terms iare ad hoc repre-
sentations under which the effects of other untreated diftusion
terms are swept Elaborate solutions of inmitial value problems
for impulse responses in the semi-inhimte time domain for
singlc-mode radiai ditfusion in the ad hoc form of (3.1 which
v = L. have been evolved (c.g. Schulz. 1986; Schulz and
Newman, 1987]. Single-modc pitch angle diffusion has also
been treated in detail (e g, sec references in Schud: and Lan-
i (1974, chap. 2]). Such elaborate solutions to an ad hoc
onc-dimensional approumation are clearly of value i dchine-
aung the theoretical behavior of radiation belt diftusion in the
single chosen vanable v in the semi-infinite time domain. but
progress 1o developing the multimode arca of radiation belt
diltusion theory 1s also called for Let us now consider the role
of data in the next step 1in complevaty, te . multimode difiu-
ston 1n fintte space-time. It s cruaial 1o note that this new step
calls for two new clements that will require special consider-
ation (h mulomode dilfusion, and (2) fimite space-time span
Since our general solution 1 developed to address these two
ssues, it discussion of each 1s necessary at the outset
Bimodal diffusion (simultaneocus in radial and pitch anglel
formulations were discussed early 1 the development of radr-
ation belt phyvaes [Hacrendel, 1968 | T heodoridis, 1968 T rank-
enthal cr al L1968, Falthammar and Wali, 1969, Wali, 1970]
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Here the cuel ddlicalty was an developimg a scheme to un-
conditionally diagonahze the ditlfusion operator so that solu-
tons by the separation of independent variables could be used
for the diffusion equation. Walt [1970] introduced a variable

s = MB_/B, )

which 1s shown to be approximately conserved by both radial
and pitch angle diffusion. In (4). the magnetic field (B) sub-
scripts. m and e. refer to the mirror and the equator, respec-
tively. Under the approximate invariance of {, the vartables «
and L act as approximale canonical coordinates so that the
diffusion equation can approximaltely be written in diagonal
form {Falthammar and Walt, 1969, Roederer and Schulz, 1969]

> | a .,
'.— = -~ [-\'T(K)D,x ‘T’:I
[RAN

it xT(N) Ox

+ L 2+(32p

o i
‘i [DL,‘U 32y ;i] (5)

where v =cos 2 and T(x) is the quarter-bounce integral,
which can be conveniently approximated by expansion in sev-
eral shghtly different forms [e.g.. Schul: and Lanzerotti, 1974,
P 19 Darudson, 1976). Here we use Davidson's formula

T(v) = 1.3802 — 0.6397(F ~ x?)*® (6)

In (S). a source term S(x. L) (or a loss term} is not needed to
represent eflects of other modes of diftusion, as is customary in
singlc-modc diffusion trcatments, unless a rcal source (such as
neutron decay) exists in the volume under consideration.
Indeed. if pitch angle (x) and radial (L shell) diffusions repre-
sent all the particle transport in the solution volume, the
boundary conditions for / specified by satellite observations in
A given finite space-time volume are the “sources™ of (5). This
point will he discussed more thoroughly below. Because { in
{4) 15 not an cxact invanant corresponding to which the x and
L terms of (5) are exactly separable, the index v in (5) has a
vestiaal dependence on x. For example, v =13 at x =0 for
which (S} s exact and v=2 at vx=1 In the region
0< v <094, v > 3w a very good approximation. In the
region 094 < x < . there are cross-diffusion, Le., D,,. terms
in (5) proportional 1o (v — }*(! — v?)°. These are small and
will be ignored.

Aside from the above approximations arising from repre-
sentational and kinematical considerations in the reduction of
the full multimode ditfusion equation. the bimodal equation
(5). ssmilar to the ad hoc single-mode equation (3), is also beset
with the same physical uncertaintics in the proper forms for
the dillusion cocflicients Without simultancous and global
mcasurements of wave modes and therr amplitudes. there is
virtually no information on the nature of D,, and D,, for a
given radiation belt diata set. This major lack of supporting
informabion for all known data scts implics that onc of the
“seroth order™ tasks 1n radiation belt diflusion theory s to
deternunce the approximate properties of the cocfficients. In ad
hoc single-modc diffusion theory, it is often assumed that a
diffusion parameter can be derived simply by spatial quadra-
ture of the diffusion cquation {c.g., Schulz and Lanzeroin,
1974, chap. 5). provided that the data s sulficiently compre-
hensive to allow for accurate determination of derivatives of
distnibution functions and that only a single mode of diffusion
15 operatine on the data set However, both of these are very
restrictive assumpbons Quadrature techmyues are based on
the assumption that satellite observations provide /(L. 1) n

CHIUFT AL SIMULTANEOUS RADIAL AND PITCH ANGLE DIFFUSION

such a way that derivatives 1n space and ume can be per.
formed independently. Except by ad hoc assumption and per-
haps for geosynchronous satellites under certain geomagnetic
conditions, no satellite data can satisfy such a condition As
for the assumption that only single-mode difTusion 1s oper-
ative, it is easy and tempting to argue that the time scales of
radial and pitch angle diffusion are widely separated so that,
for example, magnetic impulses can cause violation of the
third invariant without disturbing the gyration and bounce of
the particles. Such arguments are well and good in theory, but
the fact of nature is that electric and magnetic fluctuations of
all time scales have a tendency to occur together. A time span
in which magnetic impulses occur is also a likely period for
increased plasma wave activity; therefore it is perhaps futile
(or somewhat vexing) to force what occurs naturally (simulta-
neous multimode diffusion) into too simple a mechanism even
though simplicity allows for a higher degree of theoretical
sophistication in the method of analysis. These are the reasons
that we choose to investigate multi-mode diffusion. which is of
course also beset by its own problems.

For multimode diffusion, the quadrature technique simply
involves too many partial differentiations of daia to be of any
value. Thus to obtain ditlusion parameters in multimode diltu-
sion, the only available technique 1s to fit the data to solutions
of (5) under various models of the diffusion coefficients. This,
in turn, implies that a measure of uncertainty assoctated with
the variations of diffusion coeflicients of (5) is necessarily
mixed with small residual variations associated with the defi-
nition of separable variables discussed above. These variations
and uncertainties can only be handled in the manner of
“learning curves,” i.e., by sequential improvements built upon
a “zeroth-order™ analysis. The main purpose of this paper 1s to
develop this “zeroth-order™ analysis for multimode difusion.
As such, we shall make simplifying assumptions on (5) that are
approximate when considered in the applicd mathematics
viewpoint but will clearly demonstrate the physical character
of the solution. Further, a comprehensive solution techmigue
and its application will be developed to test the reasonable-
ness of the multimode difTusion paradigm

The guiding principle of the following development s,
therefore, to obtain an ¢xact solution to a ssmphified version of
(5) that is easily applicd to analyze data without changing the
physical character of the diflusion equation. Note that the
emphasis 1s to obtain an exact solution 10 an approximate
ecquation rather than an approximate solution to an exact
equation because we have demonstrated abosve that (51, as in
the case of single-mode difTusion (3), 18 by no means an exact
equation. Therefore, to the extent that (5) s approvimale
anywity, further simphfiving assumptions are aceeptable as
long as they do not change the character of the equation We
have attempted many optional simphtfications of (51, but set-
tled on the following for both mathematcdl and physicad rea-
sons (1) We assume (v} s constant for mathematical con-
venience because the theory ol analytic continuation over 4
nonsingular domain can be apphed to show that the solution
character 1s not changed if Tty s in the neighborhood of
unity and nonconstant No singulanty of the ditffusion equa-
ton s encountered when T(y) 1s varving from a constant in
the vicinity of unity  Fhe impact of this assumption on the
pitch angle eigenfunctions as very small us & comparison he-
tween the exact eigenfuncuion of the pitch angle difuaon op-
eratoran (S with vanable 70v and Bessel functions which are
the cigentuncrions for our approvmation. has been given by
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Schulz and Lanzerotti [1974, p. 166). Further, the Bessel func-
tons form a conveniently available complete set which can
span the domain | > ¢ > 0 aside from being eigenfunctions of
the approumate pitch angle diffusion operator. (2) The pitch
angle diTusion coeflicient D 1s assumed to be independent of
1. since the range of L covered in the data set is fairly small.
The energy dependence of D, is to be determined by the data
analvsis (3) The diffusion equation cannot be solved unless a
form 1s specified for the radial diffusion coefficient. This is true
in single-mode radial diffusion also. The radial diffusion coef-
ficient D, 1s assumed to be of the general form (e.g., Schulz
und Lanzerotti, 1974, p. 89 Theodoridis, 1968}

D, =l (7

where  and u are parameters to be determined by the data
analysis. In general. & can be an arbitrary analytic function of
v and cnergy. The cnergy dependence 1s determined by apply-
ing the solution 10 each energy channel. If { depends on x, (5)
1s still separable but a set of parameters corresponding to
matrix elements of S in the eigenfunctions of the pitch angle
diffusion operator must be determined in addition; a special
case of which is considered by Walit [1970]). These matrix
clements cross-couple pitch angle modes [Falthammar and
W oali. 19697, Inclusion of cross-mode coupling is a compli-
cation but 1s not included in this imual analysis: therefore, for
this analysis, we assume § to be independent of x to simplily
expressions It should be noted that. although there is no
cross-mode couphing. there 1s simultancous bimodal diffusion.
There exists scarce theoretical guidance on the magnitudes of
D, and Zin the outer belt, but there are theoretical reasons to
expect that 1 ~ 6 — 10 [eg.. Schulz and Lanzerotti, 1974, chap.
1 West et al . 19817 We assume u = {0 in this work. Under
these simphfytng assumptions. the diffusion equation can be
written

o R . ¢ &f
— =D — 4+ - +:L'.'4,\1|~__ Ly‘l—(.\!)v; 8
1 "[f\" X f‘\J > ¢cL L ®)

where D, . i, and v are considered to be constant parame-
ters

This ssimphihed equation is 1o be solved in a small finite
domain I, < L. < [, expected 10 be in the outer belt and in
the pitch angle domain 0 < x < x,, where x_is cosine of the
Joss conc angle The cllect of pitch angle ditlusion 1s to define
piich angle behavior of [ inside and outside of the loss cone
boundury v = x (1) The dependence of x_ on L is yet again
another factor which mixes the x and L operators in (8); how-
ever. for the auter sone region, where (1, — 1) < 2, v s very
nearhy constant and unity We assume that x, 1s constant in
the data span so that separable solutions can be obtained for
(%) with the present test case. This 1s an important point when
we deal with data from a large domain of L (such as that from
CRRES) which involves large vanations of the loss cone both
from the large vaniations in [ and in distances to the mirrors.
For our SCATHA data set the loss cone dependence on L 1s
entirely neghgible

in general many different fands of solunons to (R) can be
developed From the purely theoretical standpoint. a favonte
solution 1s to consder an imtial value problem for an impul-
sive source dehned over a semi-infinite time domain and vahd
for the space of the entire radration belt Such a solution s
eastly wnitten formally 1n terms of an eigenfunction expansion
of the Green's function for the equation {e g, Chuu and Hilton,
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DATA SURFACE

FINAL

Fig. 3. Schematic illustration of the boundary volume in (x, L. 1)
space 1n which the general bimodal diffusion solution i1s developed
Satelhiie data to be matched to the solution span hie on the data
surface.

1977]. However, we can think of several factors thau vitiate
the meaning of such a solution and its relevance to data apph-
cation. First, radiation belt difflusion processes are currently
not well known enough to permit single forms and values of
the diffusion coellicients to be specified for the entire belt;
after all the purpose of data application i1s to determine the
ensemble of coeflicients. Second, the source time scale 15 not
well defined for radiation belt particles. What seems to be
impulsive in one phenomenon need not be so when beheld
with the vantage point of another. An important factor which
determines the appropriate solution to (8) is the space-time
span of the data set. Here two features must be recogmzed
with the help of Figure 3. This figure illustrates the satcllite
data span and its relation to the appropriate solution volume
in (x, L, 1) space. The fundamental nature of nonsynchronous
satellite data spans is that they lie on a data surface (4BCD on
the figure) defined by the satellite trajectory Lit). Further. the
time span dcfines the (L, x) boundary surfaces of the solution
volume labelled by the Roman letiers 4 to H on the tigure In
such a source-free volume, particles are transported mto and
out of the surfaces ABGH and CDEF by radial diffusion. in
other words, these boundary surfaces are also source surfaces
Particles are lost through the surface BGCF which should
rigorously lie on x, as discussed above. If the data time span s
less than or comparable to the injection and loss times in the
volume, as is the case in most sateilite observations such as
SCATHA, the appropriate solution to be developed s the
general source-free complete-set expansion solution in a fimte
space-time interval, and not an initial value solution in the
semi-infinite time domain corresponding to response to a tran-
sient (i.c., dclta function) source. In the finitc spacc-time
domain, the entire spectrum of time constanis (rising as well as
fathing) must be included in the general complete-set expansion
because unknown sources (and sinks) outside of the volume
are diffusing particles into (and out of} the finite volume caus-
ing the phase space density or distribution function to increase
(decrease) with time scales that can be comparable to the data
time span: whereas, in the semi-infinite time domain for the
Green's function. only the falling time response function 1<
appropniate To be sure, the Green's funchion can be apphed
to obtain the finite space-time solution by applying Green's
theorem onto the boundary surfaces, which involve integra-
tion of Green's function over the surface houndary fluves or
their denivative whenever appropriate. This crucial integration
imparts the source time scales onto the solution The impor-
tant point s that this ntegration convolves the nising and
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falling ume constants of the surface sources with the natural
falling time constants of diffusion to resuit in a spectrum of
both nising and falling time constants [or the spatial eigenfunc-
tions. As a result of this ime convolution, the final solution
for finite volume need not look anything like the Green's func-
tion that would be developed for the initial value problem
aver semi-infinite time. To be sure, all excited states eventually
deccay by difTusion to equilibrium, but the satellite, with its
finite space-time data span, does not know whether it has
caught the rising or falling phase of a modal disturbance of
unknown time scale.

These esoteric characteristics of solutions to partial differ-
ential equations are familiar enough to the theorist; however,
it may be relevant here to relate the situation to a more intui-
tive and mundane example. Consider the case of heat conduc-
tion in a bar of metal occupying the volume ABCDEFGH
above. The heat diffusion equation is similar in structure to (8)
and a transient response to a heat pulse (Green's function) is
composed of a spectrum of sinusoids all exponentially decreas-
ing in time with the appropriate rates. However, in order to
obtain the solution for the case of an impressed temperature
ficld on the surface ABGH that is rising in time, say exponen-
trally, the spectrum of sinusoidal modes of heat conduction
will risc or fall in time cach according to their ability to con-
duct the heat to the volume and 10 the boundary surfaces.
Intuitively, 1t is casy to imagine that if the impressed temper-
aturc is suflicicntly high it may cause the temperature field of
portions of the volume to risc exponentially for a finite time,
although rising time constants are definitely not in any mode
of the Green's function response. This case of transient heat
conduction, and the relation between the diffusion Green's
function and boundary conditions, are given by Morse and
Feshbuch {1953, equation 12.1.5, p. 1587]. The reader can
casily carry out the Green's function convolution specified
there to obtain the time response to an impressed temperature
at the boundary surface and demonstrate that over finite time
some modes may be rising while others are falling.

The consequence of the esoteric points discussed above is
that 1t would be wrong to force satellite dala obtained over a
finite space-time volume to fit an impulsive transient response
solution such as the Green's function. For purposes of satellite
data analysis in a finite space-time interval, the appropriate
solution 10 (8) is the solution corresponding to a general
boundary value problem, and not corresponding to a global
response to an impulsive source. Since a general solution can
be obtained by eigenfunction expansion of (8) with unrestric-
ted separation constants, which will be constrained by data,
this convenient property forms the basic principle of data
characterization analysis in this paper. It will be shown later,
based on the success of our data analysis, that this principle
can be used to charactenize the state of the entire radiation
belt i a piecewise-continuous fushion.

Under the precautions discussed above, a general solution
to (K) n fimite space-time can be devetoped [cf. AMorse and
Feshback, 1953] 1n terms of complete-set eigenfunction ex-
pansions. In general. there are three modal expansions: (1)
stngle-made pitch angle diftusion, (2) single-mode radial diffu-
s1on and (3) simultaneous bimodal ditfusion Using the device
of the Kronecker delta d,,. the three modal expansions can be
writien in terms of a single etgenfunction expansion

‘. 3 J ARk v V)
=9 S ol - g e
B AT

R R N A R X ARV N 9)
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where &, is the nth zero of the Bessel function J,,. The parame-
ters and new functions are delined as foliows:

v
=31 -~- ~2
[4 3< 2)/(# )

v (10)

(11)
2

VL) = L[ B/ U, L (B, )
Z(Ly=L [N (811, - [K . M B, 1/19])

J is the regular Bessel function, / and K are the moditied
Bessel functions, and N is the Neumann function. In the
above, the separation constants are ¢, and §,. The usual nota-
tion [¢], is defined in this case by

(9] =9 Lb>0
(9. =1

and analogously for [¢].. The separation constants and pa-
rameters of the solution are related by the algebraic relations

(13
,<0

,t= =), - g AR (14)

“i= -—D"k,,z/x(z (15)

which will be referred to as separation equations. It is seen
that the single pitch angle mode time constants are negative as
expected, since single-mode pitch angle diffusion always leads
to decay. For bimodal and radial diffusion, however, the time
constants I, can be either positive or negative over a finite
time interval. This is due to the fact that the phase space
density in the finite L domain can rise or fall in time in re-
sponse to particle transport into and out of the adjacent vol-
umes, as discussed above. With the sign of each 1, not prede-
termined, the separation constant §,? can be positive or nega-
tive. This is the origin of the (J. I) and (N. K) options of (11}
and (12). The solution (9} is not the most general solution. for
a separate sum of pure radial modes can be added. We have
not done so for two reasons: (1) we expect that episodes of
radial diffusion must accompany pitch angle diffusion because
of the association of magnetospheric fluctuations of all scales
with each other and (2) this creates more parameters. As it
presently stands, only one pure radial mode is included, 1e..
forn = 0.

Finally. we return to the second feature of satellite data
illustrated on Figure 3. In a data analysis effort. the it of
satellite daia is on the (L. () data surface ABCD. which sam-
ples the boundary surfaces and the volume 1in a way that
mixes space and time. The fit to the general solution (91 1s
supposed to yield the parameters (a,. h,. ¢,. t,. T 1. which would
allow time constants and diffusion coefficients (D, . D, ) to be
determined. Further, the solution in the entire volume s sup-
posed to be determined via the expansion coeflicients (a . h,.
¢,). Clearly. the solution to (9) is not specified by the data in a
way that is usual t» a boundary value problem Because of the
mixing between L and 1 on the data surface, 1t is difTicult 1o
devise a completely unambiguous procedure to determine all
of the fit parameters An approximate procedure that works
will be outhined in section & The generality of (9) must not
overshadow the restrictions under which (9)1s derived. 1e . the
assumption of separabihty of the v and I. operators Thus, the
data analysis must be contemplated in terms of a precewise
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procedure, dealing with an (L. 1) volume in which the quasi-
unanance of Jis preserved. Our attempt here is to approach
the specification with an appropriate piecewise method, es-
t.bhishing purameter sets (a,. b,. c,. 1,. 1,) for many cases, from
which, it 1s hoped. a “learning curve™ will allow us to deter-
mine approximate specitications of the radiation belts under
var:ous classes of conditions.

The development up to this point under the simplifying
assumptions is strictly theoretical and exact. From this point
onward, we shall attempt to test whether bimodal theory (and
s solution) 1s a good description of the data. This confron-
tauon s the main objective of this paper. It may be referred to
as a “fit.” which 1s really a misnomer since our primary objec-
tive from this point onward is to see if fundamental limitations
of the data in mixed space-time can be overcome in the face of
purely theoretical requirements of the exact solution. No over-
all sophisticated “fiting” has been attempted in the radial
diffusion segment of the analysis. Indeed, we deliberately
avoided “fitung™ 1n this segment in order to determine the
maximal error spread of the exact bi-modal diffusion descrip-
tion of the data base. This maximal data spread will be itlus-
trated in two ways: (1} as error spreads in the determination of
the radial diffusion coeficient, and (2) as error in the three-
dimenssonal reconstitution of the entire data base.

4 APPLICATION TO DATA REPRESENTATION

Under the ass.mption that bimodal d.ffusion is operative,
the application of the general solution (9) to satellite measure-
ments involves vet other approximations and artifices that do
not relate to the basic mathemaucal and physical structures of
th= solutions themselves. Rather, these arise chiefly from the
itmitations of satelltte measurements.

Data hmitations due to instrument and orbit coverage have
been addressed in section 2. Limitations on space-time inter-
vals of coverage have been addressed in section 3. These limi-
tations are relatively easier to deal with than the fundamental
mixing of space and ume in satellite observations due to the
orbiing motion of satellites. For radiation belt observations,
it 1s somewhat unfortunate that the timescale of the order of
hours 1s common to both physical phenomena of interest in
diffusion theory and to satellite orbits. Thus additional ap-
proximations and assumptions have to be made to bring
theory and data into contact with each other. The use of
invariant space to examine the corresponding space-time be-
havior of the distribution function will help us resolve the
mixing of space and time in the data. This technique of map-
ping between (L, x, 1) and invanant space is, however, the
topic of another paper. For the present analysis, we shall
assume a procedural chain which will be described below. We
shall depend on the internal consistency of our results and
agreement with analyses of other data sets to justify our pro-
cedure

The imitial steps of the procedural chain for data analysis
under the guidance of aiffusion theory suggest themselves in
the eigenfunction expansion solution (9). Alter appropriate or-
gatzation and processing, the set of radiation belt electron
fluves such as that shown on Figure 2 for a single 10-min
interval. are converted to the distnbution function f specitied
over the putch-anple and energy ranges, and over the intervals
of space-time 1n which the data are taken The pitch angle
distnie L trons are decomposed into amplitudes @, of the com-
plete set of Bessel functions, which, under our stated premises,
are also the complete set of eigenfunctions of pitch angle diffu-
sion This decomposition of the observed distribution function
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yields the pitch angle amphtudes Q,. which are nominally
functions of L, r and E. The complete-set property of the
Besscl (unctions can be invoked for (16) even if onc does not
invoke the solution (9).

The set of amplitudes Q,. separated into energy channels F.
must now be resolved into separable functions of time and .
value, as indicated in the second major bracket in (9) This is a
somewhat ambiguous task. Several simplifying assumptions
need to be made, even just to ascertain that the space variable
is meaninglully represented by L in a static magnetic field
model over the time span in question. The next step 1s to
assume a procedure to disentangie the mixing of L and 1 by
the motion of the satellite. From (9),

QL. )= c (1 =3, 0)e"™ + &' "[a,Y,(L) + b,Z{L}} (7
Because of the mixing due to satellite motion, spatial effects ot
scale AL such that (||, |t,]) ~ AL/t,, where r, 15 sateline
speed perpendicular to the L shell, cannot be disunguished
from temporal eilects. However, effects for which the two
scales are distinctly different can be identitied in the tit. To tt
the data, an ad hoc but reasonable choice must be made t..
wdentify the time or space scales to select or to sacrifice in the
procedure. For the SCATHA data, the coverage is typically
AL ~ | — 2, unlike satellites at high-latitude elliptical orbits
which cover much larger AL. Therefore for analysis of
SCATHA data, we have chosen to emphasize the tit of lonyg
time scales and short L scalcs, i.e.. we have choscn to ascribe
slow variations along thc SCATHA trajectory to temporat
changes and the fast variations along the trajectory to spatial
changes. Our procedure to effect this assumption 1s to identily
the time constants to cach order by first doing a nonlinear tit
of cach @, to a simplificd version of (17) in which the dat
vanations over the entire space-time span are ascribed to time
only. This enables us to pick out the time scales of the data,
1e.,

0, = tl — Ok + C et (AR
where 1,. 1, ¢, and C, are constant parameters for this step. It
values of r, and 1, arc longer than or of order of the data time
span. which happens to be the case in our data sct, we can
procced with our analysis hypothesized above. If not, the
mixing of space and ume scales must be discatangled by
invanant-space mapping techniques and.or the use of proton
data, both of which are outside the scope of this paper. Since
this step in the fit does not involve the L dependence, the
amplitudes C, obtained are of no significance. On the other
hand. since ¢, is the amplitude for single-mode pitch angle
diffusion it 1s not expected to depend on L; therefore ¢, is
accepted as a (it parameter. The timie constants in the above tit
step are constraimned not only by the data ume span but also
by (14) and (15). The constraint (14) on ¢, is somewhat com-
plex and will be discussed below. Equation (15), on the other
hand. constrains the dependence of 1, on n according to the
zeroes of the Bessel functions, resulting i only one parameter,
D, This constramnt s casily apphed on the nonlincar it (18)

Having obtained the fit parameters (D, 1,. ¢} from the
above procedure. we next obtiun a fit of the 1. dependence
according to the solution (91 For this step. we construct
residuc R (1) by

RLY = [QL. 1) - ¢t} 9

'g"”k,r :.]‘, St
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which, according o (17) and our tit hypothesis above, is solely
a function of L.

The construction of this residue is algebraically straightfor-
ward. but care must be taken not to amplify the natural fluc-
tuiations 1n the bracketed difference. The above method of
denivation forees [ o ] und |1,] 1o be of the order of or lurger
than A1, ie,

Uzl b ) 2 A (20)

This constraint also assures that the natural fluctuations in the
residue R,(L) will not be amplified by the factor exp (—1/1,) for
t, < 0. The criterion (20) allows for a reasonable unraveling of
the space-time scale mixing in single nonsynchronous satellite
observations.

Hitherto in this section, we have treated the application of
the general solution (9} in the form (16) to the data without
making any reference to the property that the expansion is a
general solution. Rather, we have been exploiting the property
that it is a complete-set expansion not tied to a specific solu-
tion. In other words, the development in this section up to this
point can be cffected without reference to the bimodal diffu-
sion equation, because (9) can be viewed as a general
complete-set expansion when all the fit parameters are essen-
tially considered free. However, our aim is to apply the solu-
tion {9), which is of similar form to (16), with the associated
constraints of (9) to the data.

The next step of the procedure is fitting R (L) to the L
cigenfunctions of the diffusion equation

RAL) = a,Y(L) + b,Z (L) 1)

From (10), (1), (12} and (21}, we note that the parameters of
this fit are (v, fi,. a,. b,) which, together with 1, are constrained
by (14). Utihzing a large computer, a matrix of these fit pa-
ramecters can be cycled and the best fit chosen for each energy
channcl of the data. Such a procedure can be devised as a
matrix diagonalizing routine. For our test case, however, the
priority is not to attempt such large-scale computations at the
outset bul to examine the key relationships of subsets of these
parameters to the data and, foremost among the various
issucs, to demonstrate that a physically reasonable fit of the
data can be represented by the general bimodal diflusion solu-
tion

We begin the procedure by reducing the number of parame-
ters 1o be determined. Previous analyses indicated that
2<v<d[eg. West er al.; 1981]). The expected value of v
leads to an important simplification with respect o the order
of the Bessel functions in (11) and (12). From the definition of
©.1n the first of the triplet (10), we obtain —3.16 < r < 0 which
mdicates that s a small number and the corresponding order
of the Bessel functions is nearly umity. From (10), the order is

Moy 2)
l+i =1 $ —— x
(p —2)

(22)
Since the Bessel functions are analytic. slowly varying func-
tions of the order. we choose to constrain the fit with =0
and use Bessel functions of order | to approximate those of
order 1 + . thus resulting in a large reduction of compu-
tahon With these simplifications the fit parameters are now
tH,. a,. h) which are specified by energy channel E and order
of pitch angle eigenmode n. Once the fit for the entire data set
18 abtnned. the parameters are used to reconstitute the data
via {9 A residuce distribution is then caliulated to test the
goodness of fit

CHIU ET AL.: SIMUL TANEOUS RADIAL AND PITCH ANGLE DIFFUSION

At this point, the analysis can be viewed on twe related
levels. The first lcvel is to view (9) as a convenient data repre-
sentation tool which compresscs many thous...ds of data
points into a set of about a hundred fit parameters amenable
to averaging and other forms of processing Further, the tool
is separated but not divorced [rom the sotution of the bimodal
diffusion equation. As such, this data representation 1s also
convenient for interpretation, and for construction of maps of
radiation belts under various conditions. The numerical exam-
ples of this paper, to be shown below. are at this level of
anaiysis. In this approach, the final product, aside from de-
monstrating the efficacy of bimodal diffusion in specifying the
dynamics of the outer belt electrons, is the determination of
diffusion coefficients which can be compared to theory. The
second level, a natural consequence of the first, is to view {9)
as the basis of modeling the dynamic behavior of the radiation
belt volume appropriaie to the data. The data fit to the gener-
al solution of the diffusion equation can be used to (1} extract
the surface sources of the finite space-time volume correspond-
ing to the solution domain. (2) relate the ensemble of such
extracted boundary conditions to the set of diffusion coef-
ficicnts from a sct of satellite data spans, and (3) intcgrate the
cnscmble of such verified (ransport paramcters for the diflu-
sion cquation into a dynamic model. We shall hmit ourselves
to the first, less ambitious, level of application in this paper

The data set consists of 5040 radiation belt electron flux
values derived from instrument count rates. These are distrib-
uted among the seven energy channels, the 24 ten-minute flux
averages over the data time span and the 30 piich angle bins
of 37 each, ie.., 7 x 24 x 30 = 5040. The fit procedure 1s. of
course, not to deal with the 5040 flux values as independent
picces of data, for these are organized into 7 x 24 = 168 pitch
angle distributions such as those shown on Figure 2. These
pitch angle distributions are subjected to the Bessel function
decomposition (16). We found that the truncation of the sum
to n < 4 yielded sufficient fit accuracy without causing undue
burden on a VAX/,/780 computer. Next, the amphtudes (), are
fitted nonlinearly according to (18) to extract the set of time
constants 1. the pitch angle dittusion coeflicient D, (via the
time constants 1, and the constraint (15)) and the set of single-
mode pitch angle diffusion amplitudes ¢,. The time variations
of choice are thus identified in the data In the next step. we
assume the variations of the residue R_in {19) to be in I. only.
thus proceeding to fit the set of residues to the [. eigenfunc-
tions, (21). This fit of the residues vields the eigenfunction
parameters fi, and the amplitude parameters (a,. b1 which
completes the procedure in principle. However, these parame-
ters are not entirely free because the tinal constrint (14) must
be satistied. ‘The natural procedure to sausfy this constraint,
without resorting to the matrix diagonahzation method dis-
cussed above. 1s to recvcle the entire procedure by using (14)
as the adjustment cnitenon until a set of (1. r . jf, 1) that
mimimizes the variance from (14 18 reached This can be done
in prinaiple, although it 1 somewhat tedious For this test
case. however, it is much more meaningful to show the con-
vergence of our procedure by displasing the varuance from (144
in the first pass of the procedure To demonstrate the variance,
let us focus on (14} as an equation for determining . a4 con-
stant independent of order n In any fit 10 a constraint. an
cquation such as {14y s satishied 10 a pumimazed vanance. all
of which can be ascribed to J This 15 the worse case. for the
varcinee s usually shared o numimization The un-
minimized varniance of  in the tirst pass of the above pro-
cedure. determined from solving (141 for all the orders. will
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Fig 4

Companson between observed pitch-angle distribution for the 830 keV channel at L = 5.42 (solid curve) and its

reconstitution after decomposition into pitch angle eigenfunctions (dash curve). The fit propagated error bars are shown.

vield a spread of the values of I as function of order. This
spread as a function of order is a good indicator of the degree
of convergence in the first pass of the fit. Further. since ¢ is
directy proportional to the radial diffusion coefficient. the
spread of the values determined by this first pass of the pro-
cedure can be comparcd with the totality of values and vari-
ances of the radial diftusion cocflicients determined in the past
by methods totally unrelated to this analysis. Thus the spread
of ¢ obtained in this way acts as an independent and worse-
casc indicator of the goodness of fit for our entire analysis. In
this regard. 1t is crucial to note that & does not appear in our
solution as a direct fit parameter, rather it is a derived quan-
tity due to the constraint (14).

In summary. this application involsvcs, per energy channel, 6
ume constants (1,_,. D ) 14 amplitudes (ag .4 o0 € -4)
and 5 eigenfunction parameters (f§,_,). yielding 25 fit parame-
ters per energy channel or a total of 175 fit constants for the
entire data set. These are to be compared to the total of 5040
data values organized into 168 distribution functions. It
should be noted that no attempt at organizing the fit parame-
ters into empincal functions of energy and/or pitch angle
order n has been made Further, the total number of fit pa-
rameters is exhausted by the above list; thus an enlargement
of the data span will not introduce any more parameters be-
cause the above exhausts the count of parameters according to
theory. Our ratio of fit constants to data values gives adequate
constraints on the fit. With more data spans. such as in dy-
namic modeling. the energy and order dependences of the fit
parameter can further be organized. resulting in a drastic re-
duction in the number of parameters to data values. However,
as it is, the results of the fit are excellent.

in the abuose test procedure. special attention s paid to
error propagation and goodness of fit at each intermediate
stage. Each individual distnibution function s reconstituted

from the fit parameters at each step of the procedure and
compared to the observed distribution function. The variances
between the reconstituted and observed distribution functions
are calculated and minimized before going to the next step, for
which the cycle is again repeated. Figures 4 and § illustrate
this reconstitution cycle for the pitch-angle distribution of the
830-keV channel. In Figure 4 the comparison between ob-
served data and reconstitution is performed for the pitch-angle
decomposition (16) at L = 542 to test the validity of trunca-
tion at n = 4. Figure § shows the same comparison after the
entire decomposition and fit procedure has been completed for
the same 830-keV channel but measured at L = 5.59 to show
the nontrivial variations in the observed data and the fit.
Compared to the pitch angle distribution, the variance be-
tween observed data and fit is increased in the complete de-
composition. This is expected. since it is constrained much
more by the solution to diffusion theory: however, the sub-
stantial changes of the distribution are well modeled. The
errors associated with the fit curves in these two figures are
errors associated with the data which have been propagated
onto the fit via the procedure. The original errors are statis-
tical errors of the instrument count rates plus 3%. data com-
pression error for energy channels below 1.6 MeV. In addi-
tion. background errors are included for channels above 1.6
MeV, induced by background counts from a weak radioactive
calibration source in the instrument. The data processing soft-
ware does make a correction for bremsstrahlung contami-
nation, which appears primarily at 448 keV, caused by parti-
cles of energy above 1.6 MeV partially penetrating the detec-
tor shielding. Figure 6 shows a comparison similar to Figure §
but for the 1616-keV channel at L = 542. In this figure. the
original crrors associated with the observed data are shown
for comparison with the fit propagated errors in the previous
figures. Figure 7 shows a complete decomposition compatrison

A-9




2628

CHIU ET AL.: SIMULTANEOUS RADIAL AND PITCH ANGLE DIFFUSION

COMPLETE DECOMPOSITION

2.5 T L T T
Day = 165
Year = 1080
Ep = 4¢ Dot = -48 ]
21 Lesw 1 .
€ = 8300
E SC3 Doto
2 15 _
&
a
Q
s
3 1 i
<
> ]
-1
o
z
0.5 -
0 1 1 1 1

0 20 40

60 80 100

EQUATORIAL PITCH ANGLE (deg)

Fig §.

Comparison between observed pitch-angle distribution for the 830-keV channel at L = 5.59 (solid curve) and its

reconsutution after decomposition into the complete solution expansion (dash curve). The fit propagated error bars are

shown. Note the differences with Figure 4.

at L = 548 similar to Figure 5 again but performed for the
lower encrgy channel at 203 keV. This fit is worse than those
shown in Figures 4-6. We speculate that convective signatures
may be present in these lower energy channels and their dy-

namics may not be related solely to diffusion, which is why the
energy channcls below 256 keV are excluded from the formal
analysis. Another interpretation is that storm time effects were
still prevalent, although no unusual pitch angle distributions
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tig 6

Same as brgure S except the companson s for the 1616-keV channel at L = 542 and the onginal dala error bars

are shown,
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Fig. 7 Same as Figure S except the comparison is for the 203-keV channel at L = 5.48.

[Stheck et al., 1987] were found in our data basc. In Figure 8,
a tally of the fit crror distributions for the entire sct of data
points in all energy channcls within L valucs of 545 5.70 1s
shown. The error percentage, 100 x {data fit| data, for each
data point 1s computed for cach data valuc. It is seen that the
most probable error i1s about 5% Wc judge this to be ade-
quate accuracy and to be a reasonable basis for dynamic mod-
eling of the radiation belts. With the method of analysis devel-
oped above. we shall be able to distinguish real physical van-
ations of the radiation belts from fit noise at the 5% level.

5. DISCUSSION AND SUMMARY

In the foregoing. we have demonstrated that a solution of
the bimodal difusion equation appropriate 1o a finite space-
time volume describes adeguately the dynamics of outer-belt
clectrons in the space-time span of a sclected SCATHA data
set during moderate geomagnetic activity after a major sub-
storm  Although simple-minded assumptions have been made

2%
— I
I
20- 4
z |
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("]
@ 10- — 1
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z R
- — -
.—.——-ﬁ ‘
- — .
B o e e e e T
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PERCENT
Fig % [harnbubion of percentage bt errors [ the entire set of data
peantean all energs channels within £ vafues of €45 570

on the form of the diffusion coefficients in order to reduce the
computational effort and although the computation procedure
1s designed to test and ilfustrate the application rather than (o
achieve the best tit, we have been able to tit the entire data set
to a general solution with a variance level of about 5. Our
results and fit accuracies demonstrate that this 1s an adequate
and potent approach to dynamic modeling of the radiation
belts. Obyviously, many improvements and refinements can be
mide. Some of these will be dealt with in subsequent work.
While the principal goal of this paper is to demonstrate
data interpretation using the general solution of bimodal dif-
fusion 1n finite space-time volumes. An equally important goal
15 to derive the physical parameters, ie. the diffusion coef-
Acrents. and to assess them an the hght of other work The
pitch angle diffusion coefficient D 1s derived by the imposed
fit constraunt (15} independent of the order of the pitch angle
eigenfuncuon. Figure 9 shows the derved D together with
the fit errors as functions of energy. In the solution. D s
assumed independent of 1. in order to achieve scparability
From Figure 9. it 1s scen that D s remarkably constant with
energy also. except for the 448-keV channel, which has large
crrors possibly mmtroduced by bremssirahlung contammaton,
although corrections have been made. The magnitude of D |
feadimg to nme scales via 115)1s8 consonant with other deternn-
nations of the average piteh angle dittusion hfctime of about S
days. although most of these arc not egenfunction specihic
fee. Schul: and Lanzerotnn, 1974) Williams ¢ ol [ 1968 ] mea
suted the rise tres to half maxima of clectron fluses in sl
L shells immediately after several magneae storms to be |3
dave Magnetic conditions of themr cases are quite diflerent
from ours and the defimtions of time scale are also diflerent
from ours Since both of the above two lactors would tend to
shorten our timie seales tise tmes of 1Y davewn Wilhams o
al [190K]) can be comparable 1o our pach angle dittusion tine
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Fig. 9. Pitch angle diffusion coeflicient as function of energy.

scales. The L dependence in their storm time data in the same
L shells exhibited a variety of behavior, showing independence
of L as often as not; therefore it is difficult to sort out iie
encrgy and L shell dependence of D, at present.

As we have discussed above. the derivation of the radial
diffusion coeflicient serves the dual role of providing lor physi-
cal data in the outer belt, which can be compared with other
determinations from direct particle observations [e.g.. Katu-
naugh, 1968; Newkirk and Wali, 1968b; Cornwall, 1968 ; Lan-
zerotii et al., 1970: West et al., 1981]. and of testing indepen-
dently the adequacy of our application to the data. Figures 10
and 11 show scatterplots of D,, for the energy channels indi-
cated and for L values of 5.3 and 6.1, respectively. As has been
discussed above, scattered values of D, result from our delib-
crately not enforcing the constraint (14) in a cycled fit pro-
cedure in order to evaluate the worst case variance of the fit
by solving (14) for § at each order. This deliberate procedure
produces a D,, for each order in the energy channel, account-
ing for the spread of values on these figures in each energy
channel. The values of D,, so determined have a spread of a
factor of 2-5. with the largest spreads concentrated in the
lower energy channels where we have noted possible convec-
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Fig 10 Radia)l diffusion coeflicient as function of energy at
L= S0 The spread of vilues for each energy 1s a measure of the
Wworse-case vanance in its determination

Fig. 11.  Same as Figure 10 except the L valuc 15 6.10

tion contamination. Since these are results from the initial
pass of the procedure without enforcing the constraint (14), we
are confident that a reduction of the spread by a factor of at
least 2 is well within the capabiiity of the procedure without
Jeopardizing the goodness of fit demonstrated in the last sec-
tion. Still, the spreads of D,, derived in this initial pass are
already considerably smalier than most previous determi-
nations from particle data, which frequently showed spreads
of 1-2 orders of magnitude for D, within the same data set.
Figure 12 shows a comparison of the spread of values of D,
over the high-energy range determined by this unconstrained
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Fig 12 Companson of the radial diffusion coeflicient determined
for the energy range of 0.8-20 MeV (mottled area thowing decressing
shading with increasing encrgyl with the commilation of W o et af
{19%1]. whose individual analysis yields curve | Curves 2 8 are ex-
penimental cuve 2. Tomassian et al [1972). curve 3. Farley [1969].
curves 4. 6. Newkirh and Walr {1968k}, Falthammar {1970]). curve ™
Newhirk and Walt (1968a). curve 8. Kavanaugh [196%] Cunves 9 14
are theoretical or semitheoretical curve 9. Nakada and Mead [1969)
curve 10, Trershon [1968]). curve 11, Birmingham [ 1969]), curves 120
13, Cornwall (1968, curve 14, Holzworth und Mozer [1979]
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Fig. 13

Three-dimensional presentation of the phase space density of the data base and its reconstitutions for the

§30-keV channel in pitch angle and space-time. Figure 13a shows the data base. Figure 13b is the reconstitution after
fitting the pitch angle eigenfunction decomposition (16) Figure 13¢ is the reconstitution after the space-time unmixing
procedure and radia) diffusion analysis {17) have been applied without the benetits of a fiting procedure.

test pass plotted as function of L and compared with the
up-to-date compilation of all D,, determinations given by
West et al. [1981]. Note that the determined radial diffusion
coeflicients agree well with the storm tme data of Tomassian
er al [1972]. Since the data on Figure 12 are from a mixture
of energies. it 15 difficult to test the energy dependence of the
radial diffusion coeflicient, which decreases with increasing
shading tlower energy). Thus this independent test of the ade-
quacy of the general solution to bimodal diffusion to represent
outer belt electron data is not only satisfactory but actually
indicates an improvement over previous analyses, which were
restricted to single-mode diffusion.

Finally, to demonstrate the multidimensional nature of our
analysis and the ability of the exact bimodal solution to repre-
sent data. we show on Figure 13 the specification of the entire
data base of the 830-keV channel in pitch angle and space-
ume (Figure !3a). its reconsttution after fitting of the pitch
angle eigenfunction expansion {Figure 13h) and its reconstitu-
ton from the complete eigenfunction expansion after the ad
hoc unmixing of snace and ume in the radal diffusion seg-
ment of the analvais (Figure 130 As 1s discussed above, a
fitting proccdure has not been applied to Figure 13:c 1n order

to determine the maximal spread of the radial diffusion coef-
ficients; therefore, the error in Figure 13¢, relative to Figure
13a. reflects the error distribution in Figure & and manifests
wsell as the spread of radial diffusion coeflicients shown n
Fiqures 10 and 11. This unfitted reconstruction exphicitly dem-
onstrates the cffects of the high-percentage tail of Figurc &
The basic trend of the data reconstruction reflects the cllects
of the most probable part (5%) of the error distribution n
Figure 8. It is clear from a comparison of Figures [3a and 13,
that their basic trends agree. 1t 1s also likely that the increased
error in the unfitted second (radial) phase of the analysis ong-
inates from the ad hoc unmuxing of space and ume variables
necessary 1n any multdimensional analysis of data from a
moving satellite. Further investigations on the unmixing pro-
cedure may be necessary. il a fitting procedure does not reduce
the unfitted errors.

The ultimate goal of an analysis such as in this paper 1s to
obtain a proper theoretical foundation for dynamic modeling
of the radiation belts We have not achieved this goul by (ar,
but we have demonstrated that our approach has vast poten.
nal to guantitatively interpret data and achieve a higher level
of accuraey cn determination of physical parameters To
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achicve dynamic modeling in the outer belt, an important
hurdle. alluded to previously, is that the L shells are time-
dependent even during moderate geomagnetic aclivity, re-
sulting in not just another scale to be disentangled but also in
drastic cllects of Jiift foss through the magnetopause bound-
ary. Loss boundaries can be accommaodated naturally in the
caigenfunction solution formalism; however, the choice of
phase space as representation coordinates may not be as
powerful as the use of invariant space in this regard. Our
future efforts will be directed toward this area.

Acknowledgments.  This work is supported by the Air Force Geo-
physics Laboratory under contract F19628-85-C-0073. It is a pleasure
to thank S. Gussenhoven. M. Schulz. and G. Davidson for discussions
on various aspects of this work. The SCATHA SC-3 payload and
inttal data analysis were sponsored by the Office of Naval Research
under contract N0O014-76-C-0444. The P78-2 SCATHA spacecraft is
sponsured and operated by the USAF Space Test Program.

The Fditor thanks A. L. Vampola and another referee for their
assistance in evaluating this paper.

REFERENCES

Baker. D. N.. P. R. Higbie, E. W. Hones. Jr., and R. D. Belian,
High-resolution energetic particle measurements at 6.6 R, 3. Low-
energy electron amisotropies and short-term substorm predictions,
J Geopliys. Res.. 83, 4803, 1978,

Birmuingham. T. J., Convection electric tields and the diffusion of
trapped magnetospheric radiation. J. Geophys. Res., 77. 2169, 1969.
Chiu. Y. T.. and H. H. Hilton, Exact Green's function method of solar
force-free magneuc field computations with constant a, 1, Theory

and basic test cases, Astrophys. J., 212,873, 1977,

Cornwall. J. M., Diffusion processes influenced by conjugate point
wiase phenomena, Radio Sci.. 3, 740, 1968

Davidson. G T.. An improved experimental description of bounce
motien of trapped partictes, J. Geophie Res., &1. 4029, 1976.

Falthammar, C. G Introductory survey of radiition beiv diffusion, in
Parnctes and Fields in the Magnetosphere, edited by B. M. McCor-
mac. p 387, D. Reidel, Hingham, Mass.. 1970.

Falthammar, C. G., and M. Walt. Radial motion resulting from pitch-
angle scattering of trapped clectrons in the distorted geomagnetic
ticld. J Geophys. Res.. 74. 4184, 1969

Farley. T A. Radial diflusion of siartish electrons, J. Geophys. Res.,
74. 3591, 1969.

Frankenthal. S, F. R. Paohni. and G C Theodondis, Bimodal diffu-
sion in the earth’s magnetosphere, 11, On the clectron belts, Ann.
Geophys., 24,1018, 1968

Haerendel. G.. Earth’'s Particles and Fields. edvwed by B. M. McCor-
mac. pp. {71 191, Reinhold. New York, 1968

Holzworth, R. H., and F. S. Mozer, Direct evaluation of the radial
diflusion coefficient near L. = 6 due 10 electric tield fluctuations, J.
Geophivs. Res . X4, 2559, 1979,

Kiavanaugh, LD Jr. An cmpinical evaluation of the radial ditTusion
coecients for electrons of 50-100 keV from L=4 0o L =17, J.
Geaphys. Res . 73,2959, 1968

Lanzerotu, L. J.. C. 6. Maclennan, and M. Schulz, Radial diffusion of
ouler zone electrons- An empirical approach to third invanant vio-
latron, J. Geophys, Res.. 75, 5351, 1970

CHIU ET AL.: SIMULTANFOUS RaDIAL AND PITCH ANGLE DIFFUSION

Mcliwain, C. E.. Coordinates for mapping the distribution of mag-
netically trapped particles. J Geophys Res., 66, 3681, 1961

Morse, P. M., and H. Feshbach, Methods of Theoretical Physics. 1978
pp.. McGraw-Hill, New York, 1953

Nakada. M. P, and G. D. Mead, Diffusion of protons in the outer
radiation belt, J. Geaphys. Res.. 700, 4777, 1965

Newkirk, L. L, and M. Wali, Radul diftusion coeflivienty for elec-
trons at low L values, J Geophys Res, 73, 1013, 196Kq

Newkirk, L. L., and M. Wait, Radial diffusion coeffictents for elec-
trons at 1.76 < L < 5, J. Geophys. Res., 73, 7231, 1968h

Olson, W. P, K. A. Pfitzer, and G. J. Morz, Modecling the mag-
netospheric magnetic field, in Quantuative Modeling of Mag-
netospheric Processes, edited by W. P. Olson, p. 77. AGU, Wash-
inglon, D. C., 1979.

Reagan, J. B, R. W. Nightingale, E. E. Gaines, W. L. Imhof. and E. G
Stassinopoulos, Outer-zone energetic electron spectral measure-
ments, J. Spacecr. Rockers, 18, 83, 1981,

Roederer, J. G.. and M. Schulz, Effect of shell splitting on radial
difTusion in the magnetosphere. J. Geophys. Res.. 74. 4117, 1969

Schulz. M.. Eigenfunction methods in magnetospheric radial diffusion
theory, in lon Acceleration in the Magnetosphere and lonosphere,
edited by T. Chang, pp. 158-163, AGU, Washington, D. C . 1956.

Schulz, M.. and L. J. Lanzerotti, Physics and Chemustry in Space. vol
7. Particle Dyjusion in the Radiation Belts, 215 pp., Springer, New
York, 1974,

Schuiz. M.. and A. L. Newman. Eigenfunctions of the magnetosphenc
radial difTusion operator, Phys. Scripta, in press, 1988,

Sibeck. D. G.. R. W. McEntire, A T. Y Lui. R. L. Lopez. and S M
K nimigis, Magnetic field dnfi shell splitting: Cause of unusual day-
side particle piich angle distributions during storms and substiorms,
J. Geophys. Res., 92, 13,485, 1987,

Theodoridis. G. C., Acceleration of trapped particles through inmodal
diffusion in an inhomogeneous magnetic held, Geophys. Res. Lett..
21, 1202, 1968.

Tomassian, A. D.. T. A. Farley. and A L Vampola. Inner-zone ener-
getic electron repopulation by radial diffusion. J. Geophys Res., 77,
1441, 1972.

Tverskoy. B. A Transport and acceleration of charged particles 1n
the earth’s magnetosphere, Geomayn. Aeron.. Engl Transl, & 617,
1965.

Walt, M., Radial diffusion of trapped p-riicles. 1n Particles and Frelds
m the Muaynetosphere, edited by B. M. McCormac, p. 410, D
Reidel. Hingham, Mass.. 1970.

West, H. 1, Jr, R. M. Buck. and G T Daudson. The dvnamics of
energetic electrons in the Earth's outer radiation belt duning 1982
as observed by the Lawrence Livermore National Laboratory’s
spectrometer by OGO S, J. Geopirvs. Res., K6, 2111, 191

Willlams. D. J., J. £ Arens, and L. J Lanzerot. Observations of
trapped electrons at low and high altitudes, J Geophys Res, 73,
5673, 1968.

Y. T Chiu. R. W, Nighungale. and M A Rinalds. Lockheed Palo
Alto Research Laboratory, Dept. 91-20, Bidg 255, 3251 Huanover st
Palo Alto, CA 94304

{Received May 18, 1987
tevised December 17, 1987
accepted December 22, 19587 )




TC APPEAR 1IN THE PROCEEDINGS OF THE CONFERENCE ON HIGH-ENERGY RADIATION BACKGROUND
IN SPACE, HELD AT SANIBEL ISLAND, FLORIDA, NOV. 3-5, 1987; AIP CONFERENCE PROCEEDINGS,

1989.

HIGH-ENERGY OUTER RADIATION BELT DYNAMIC MODELING

Y. T. Chiu, R. W. Nightingale and M. A. Rinaldi
Lockheed Palo Alto Research Laboratory
3251 Hanover St., Palo Alto, Ca. 94304

ABSTRACT

Specification of the average high-energy radiation belt environment in terms
of phenomenological montages of satellite measurements has been a.zilable for
some time. However, for many reasons both scientific and applicational (includ-
ing concerns for a better understanding of the high-energy radiation background
in space), it is desirable to model the dynamic response of the high-energy ra-
diation belts to sources, to losses, and to geomagnetic activity. Indeed, in the
outer electron belt, this is the only mode of modeling that can handle the large
intensity fluctuations. Anticipating the dynamic modeling objective of the up-
coming Combined Release and Radiation Effects Satellite (CRRES) program,
we have undertaken to initiate a study of the various essential elements in con-
structing a dvnamic radiation belt model based on interpretation of satellite
data according to simultaneous radial and pitch-angle diffusion theory. In order
to prepare for the dynamic radiation belt modeling based on a large data set
spanning a relatively large segment of L-values, such as required for CRRES, it
is important to study a number of test cases with data of similar characteristics
but more restricted in space-time coverage. In this way, models of increasing
comprehensiveness can be built up from the experience of elucidating the dy-
namics of more restrictive data sets. The principal objectives of this paper are
to discuss issues concerning dynamic modeling in general and to summarize in
particular the good results of an initial attempt at constructing the dynamics of
the outer electron radiation belt based on a moderately active data period from
Lockheed’s SC-3 instrument flown on board the SCATHA (P78-2) spacecraft.
Further, we shall discuss the issues brought out and lessons learned in this test
case.

FORMULATION

Some two decades of satellite observations have shown that the electron ra-
diation flux (including the satellite-damaging electrons of >500 keV energy)
in the outer belt fluctuates by orders of magnitude in response to geomag-
netic activity. Some typical fluxes and spectra measured by the SCATHA SC-3
instrument!*?? are shown in Figure 1. The practical need to characterize and
predict these large radiation fluctuations for satellite survivability considerations
requires an understanding of their dynamics beyond phenomenological corre-
lations; thus, the need for dynamic modeling of the outer electron belts was
initiated.

In its most comprehensive form dynamic modeling involves a theoretical
accounting of the flux responses in terms of fundamental processes of electron
transport and loss in the magnetosphere. Since we are dealing with energetic
elecirons, a Fokker-Planck description of the transport processes naturally leads
to a diffusion picture in terms of several independent variables charactenizing
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the population.

Diffusive transport of energetic particles in the magnetosphere ic an excel-
lent theoretical approach to outer-belt dynamic modeling, but the latter involves
much more. The constraint of satellite data and conditions of the magneto-
sphere play roles in dynamic modeling which are as important as the diffusion
theory itself. In the outer belt the magnetic field is transient. Plasma and
field conditions encountered by a drifting electron vary drastically and parts of
the energetic particle population may even cross outside of the magnetosphere.
Thus, dynamic modeling involves an accounting of fields and magnetospheric
boundary configurations as much as diffusive particle transport. All of these
elements are integral parts of a dynamic model of the outer electron belt.
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Figure 1. Sample spectra showing the variation of outer-belt elec-
trons obtained in 1979 and 1980 by the Lockheed SC3
instrument. Phenomenological models based on 6-month
averages of the data can be in error by an order of mag-
nitude or more.




To illustrate

the complexity that a dynamic model must deal with, Fig-

ure 2 shows a survey of the high-energy electron characteristics encountered by
SCATHA in an active period on day 115 of 1979 in which a moderate magnetic
storm occurred, with a sudden commencement just prior to the start of the day
and a maximum Dst of -148 4. Just before 18:00 h LT there was a brief en-
hancement of electron fluxes that may have been an adiabatic compression event.
“Butterfly” pitch-angle distributions, indicating loss of 90° pitch-angle particles

at the magnetosp

ause, were seen at all energies for almost 2 hours, after which

the jower-energy electron fluxes recovered to their previous levels. Shortly after
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Figure 2. A montage of electron flux characteristics encountered

by SCATHA on day 115 in 1979. The inset figures are
schematics of pitch-angle distribution with 90° pitch an-

gle placed at the center.
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midnight, there began a succession of substorms, with deep flux dropouts over
the portions of the orbit shown as dotted lines in Figure 2. The dropouts exhibit
the expected correlation with the geomagnetic activity indices, particularly AE.
These were followed by rises in the flux levels that can be interpreted as a fresh
arrival of electrons on the observed flux tubes by either injection or compres-
sional changes of the magnetic field. Such active periods are usually recognized
by decreases in the total flux and the occasional appearance of nearly isotropic
pitch-angle distributions as shown on the Figure. In the morning hours, typical
“hat” distributions, indicating enhanced fluxes of 90° pitch-angle particles, are
encountered.

In view of the complexity of the above data, it is sensible to separate the
elements of outer-belt dynamic modeling into modules which can be individually
formulated. Thus, our approach to dynamic modeling is to initially treat each
of the following elements as if they are not related, but bearing in mind all the
time that they are to be integrated into a whole. These elements are:

(i) Transport, injectior. and loss of trapped energetic electrons in terms of dif-
fusion in phase space;

(ii) Description of the space-time variations of the geomagnetic field;

(iii) Physics of transport parameters.

The principal topics of this paper deal only with issues arising out of the
diffusion physics [item (i)]. The diffusion physics, which is the fundamental ba-
sis of a dynamic model, appears initially to be mostly straightforward, although
mathematically cumbersome. However, it turns out that the boundary condi-
tions corresponding to satellite data can become a major issue to be resolved
irrespective of the chosen diffusion formulation. Since the boundary data issue
is central to all schemes of dynamic modeling, we discuss it at the outset.

On the least ambitious level, dynamic modeling can be viewed as a means
of projecting radiation belt data obtained along a satellite track by physical
means to specify the radiation environment throughout some reasonable re-
gions not on the satellite track. As such, the selected diffusion treatment is the
projection mechanism and the in-track satellite data is the raw material to be
processed: the “boundary” values for the diffusion physics. However, satellite
measurements, obtained on a space-time trajectory, are not standard boundary
conditions stated at fixed time or space coordinates to define either initial-value
problems or boundary-value problems of diffusion theory. The situation for dy-
namic modeling is different from these simple boundary-value or initial-value
cases. Figure 3 illustrates the satellite data span and its relation to the appro-
priate solution volume in (z, L,t) space, where z is the cosine of the pitch angle
and L is the Mcllwain parameter. The fundamental nature of nonsynchronous
satellite data spans is that they lie on a data surface (ABCD on the figure)
defined by the satellite trajectory L(t). Further, the time span defines the (L, z)
boundary surfaces of the solution volume labelled by the Roman letters A to H
on the figure. In such a source-free volume, particles are transported into and

out of the surfaces ABGH and CDEF by radial diffusion; in other words, these
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Figure 3. Schematic illustration of the boundary volune in (z, L,t)
space in which the general bi-modal diffusion solution is
developed. Satellite data to be matched to the solution
span lie on the data surface.

boundary surfaces are also source surfaces. Particles are lost through the surface
BGCF through pitch-angle diffusion into the loss cone, approximately signified
by z = 1 here. If the data time span is less than or comparable to the injection
and loss times in the volume, as is the case in most satellite observations such
as SCATHA, the appropriate solution to be developed is the general source-free
solution in a finite space-time interval, and not an initial-value solution in the
semni-infinite time domain corresponding to response to a transient (i.e., delta
function) source. In the finite space-time domain, the entire spectrum of time
constants (rising as well as falling) must be included in the general complete-set
solution expansion because unknown sources (and sinks) outside of the volume
are diffusing particles into (and out of ) the finite volume causing the phase-space
density to increase (decrease) with time scales that can be comparable to the
data time span. In contrast, in the semi-infinite time domain only the falling
time response function is appropriate. To be sure, this Green's function can be
applied to obtain the finite space-time solution by applying Green’s theorem onto
the boundary surfaces’. This crucial integration imparts the source time scales
onto the solution. The important point is that this integration convolves the
rising and falling time constants of the surface sources with the natural falling
time constants of diffusion to result in a spectrum of both rising and falling time
constants for the spatial eigenfunctions. As a result of this time convolution, the
final solution for finite volume need not look anything like the Green's function
that would be developed for the initial-value problem over semi-infinite time. To




be sure, all excited states eventually decay by diffusion to equilibrium, but with
the satellite data span, over a finite space-time interval, we do not know whether
it has caught the rising or falling phase of a modal disturbance of unknown time
scale. For the SCATHA orbit, space and time are relatively distinct since the
range of L covered by the satellite is small. However, for highly elliptical orbits
(such as for CRRES) space and time on an orbit are not linearly related. We
shall see that under such circumstances the satellite data set acts as a highly
nonlinear boundary for the dynamic model.

The consequence of the esoteric points discussed above is that it would
be wrong to force satellite data obtained over a finite space-time volume to
fit an impulsive transient response solution such as the Green's function. For
purposes of satellite data analysis in a finite space-time interval, the appropriate
solution to diffusion theory is the solution corresponding to a general boundary-
value problem*, and not corresponding to a global response to an impulsive
source. Since a general solution can be obtained by eigenfunction expansion
with unrestricted separation constants, which will be constrained by data, this
convenient property forms the basic principle of data charactrization in dynamic
modeling. It will be shown later, based on the success of our data analysis, that
this principle can be used to characterize the state of the entire radiation belt
in a piece-wise-continuous fashion.

Given the above general property of radiation belt dynamic modeling, let
us proceed to consider our test case! for which we choose to specify the diffusion
physics in a static magnetosphere in (z,L,t) space as illustrated in Figure 3.
[The choice of spaces to characterize radiation belt diffusion is not arbitrary.
This complex issue is treated elsewhere!.] Our choice of diffusion description
is that of simultaneous multi-mode diffusion theory. The multimode diffusion
equation can be simplified**'® under a number of reasonable assumptions. One
of these is that the L-dependence of the radial diffusion coefficient D can
be parameterized as D;; = £ L* where £ and p are parameters to be deter-
mined by the on-trajectory satellite data. The diffusion equation for the electron
distribution function f can be written

I IEY, DS S
5t = D= [3?2 t 2 Bz] +eLmt o [L * BL} (1)

where D.. (the pitch-angle diffusion coefficient), {, 1 and v are considered to
be constant parameters,

This simplified equation is to be solved in a small finite domain L, < L £
L, expected to be in the outer belt and in the pitch-angle domain 0 < z £ =z,
where z. is cosine of the loss-cone angle. The effect of pitch-angle diffusion is
to define pitch-angle behavior of f inside and outside of the loss-cone boundary
z = z.(L). The dependence of z. on L is yet again another factor which mixes
the z and L operators in (1); however, for the range in our test case in outer
zone region, where (L, — L;) < 2, z. is very nearly constant and nearly unity.
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We assume that z,. is constant in the data span so that separable solutions can
be obtained for (1) with the present test case. This is another important point
when we deal with data from a large domain of L (such as that from CRRES)
which involves large variations of the loss cone both from the large variations in
L and in distances to the magnetic mirror points. For the SCATHA .est case
the loss-cone dependence on L is entirely negligible.

Under the approximations discussed above, a general solution to (1) in finite
space-time can be developed* in terms of complete-set eigenfunction expansions.
In general, there are three modal expansions: (1) single-mode pitch-angle Jif-
fusion, (2) single-mode radial diffusion and (3) simultaneous bi-modal diffusion.
Using the device of the Kronecker delta 6,9, the three modal expansions can be
written in terms of a single eigenfunction expansion

=3 aw+(r—an§§-1%§g%$l (calt = Ema)e’™ + (L,1)) (20)

h(L,t) = €'/t [anYn(L) + by Zn(L)] (2b)

where k,, is the n'* zero of the Bessel function J;. The parameters and new
functions are defined as follows:

e=3(1- )k~ 2)
1

- _# 3
o= —5 - 5 + ZU (3)
A= % -1
Ya(L) = L7 - [(Jraell Ba | /LY)], - [Hiaell Ba 1 /27)] (4)
Za(L) = L%« [Nyae(1 Bn | /LY)], - [Kraeli Ba | /LY)] (5)

J is the regular Bessel function, I and K are the modified Bessel functions, and
N is the Neumann function. In the above, the separation constants are t, and
Bn. The usual notation [g]5 is defined in this case by

(6)

and analogously for [g]<. The separation constants and parameters of the solu-
tion are related by the algebraic relations




ta! = (1 = fno)ry! — EBRN? (7)

al = = Deo k2l (8)

r
which will be referred to as separation equations. It is seen that the single
pitch-angle mode time constants are negative as expected, since single-mode
pitch-angle diffusion always leads to decay. For bi-modal and radial diffusion,
however, the time constants t, can be either positive or negative over a finite
time interval. This is due to the fact that the phase-space density in the finite

L domain can rise or fall in time in response to particle transport into and
out of the adjacent volumes, as discussed above. With the sign of each t, not
predetermined, the separation constant 32 can be positive or negative. This is
the origin of the (J,I) and (N, K) options of (4) and (5). The solution (2) is
not the most general solution, for a separate sum of pure radial modes can be
added. We have not done so for two reasons: (1) we expect that episodes of
radial diffusion must accompany pitch-angle diffusion because of the association
of magnetospheric fluctuations of all scales with each other and (2) this separate
sum creates more parameters. As it presently stands, only one pure radial mode
is included, i. e. for n = 0.

6.8
ta) Figure 4.
6.6 |-
Hlustration of the nonlinear nature of fitling the
.0 representation (2) to data. In all panels, the {unc-
tion h(L,t), {2b), is plotted with the same set of
§.2 F arbitrarily chosen constant parameters. The solid
- ex 1078 lines are contours of A(L,t) and the dashed lines
§-0 are L(t). Panel (a) is for an independent (L.t}
grid. Panel (b) is for L{t) specified by SCATHA
> ¢ orbit and panel (c) is for the CRRES orbit. Note
9.6 |- 1x 10 the drastic change of the time scale required in or-
' der for the CRRES case to have similar contours for
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Having now specified a general solution of the chosen diffusion theory, we
can quantitively illustrate how the satellite trajectory L(t) impacts the charac-
terization of radiation fluxes away from the trajectory. The idea is of course
central to dynamic modeling and is very simple: determine the parameters of
the solution with on-trajectory satellite data then the solution vields fluxes at
all other (z,L,t) points. But as pointed out above, the problem is that the
satellite trajectory mixes L and ¢, i.e., L(t), which complicates the fit. For
near-synchronous satellites such as SCATHA for which only a small range of L
is covered in an orbit, the effect of space-time mixing is quite minimal. This
allows us to complete the test case shown in the next section. For the more
comprehensive situation of highly-elliptic orbits such as that for CRRES, which
attempts to specify the radiation belts over a wide range of L, the trajectory
L(t) is a2 non-linear function of t, requiring a non-linear fit for the determination
of the diffusion parameters. This significent complication is illustrated in Figure
4 which shows plots of the function h(L,t) in (2b) for three situations: (a) L
and t independent, (b) SCATHA orbit on which L is nearly independent of ¢
and (c) CRRES-like orbit on which L is strongly dependent on t. The strong
distortions on panel (¢) for h(L(t),t) relativc io the same function h(L,t) on
panel (a) signifies that dynamic modeling in conjunction with a satellite data
base involves much more than obtaining solutions to diffusion theory.
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Figure 5. Ten-minute averaged electron fluxes integrated over all
pitch angles for 7 energy channels measured by the Lock-
heed SC3 instrument on board SCATHA during day 165,
1980. This is the data set to be analyzed in this paper.
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TEST CASE VERIFICATION

Notwithstanding the difficulties of applying radiation belt diffusion theory
to dynamic modeling in the comprehensive situation of the expected CRRES
data base, it is of interest to test whether multi-mode diffusion theory ade-
quately describes the simpler on-trajectory SCATHA data base. This section
summarizes the results of such an investigation®.

The Lockheed SCATHA SC3 data base!'?'3 consists of ~ 950 days of dig-
itized data on magnetic tape from launch in 1979 to the present in several
intervals. The pitch angle for each accumulation period is determined using
data from the on-board vector magnetometer (SC11). From the data tapes a
condensed data base of 10-min averaged, pitch-angle binned electron fluxes for
the 24 energy channels over the full energy range of 47 to 4970 keV, has been
generated for on-line storage on a VAX 11/780 computer. For each 10-min time
interval the data are grouped by pitch-angle values into 3° bins from 0° to 90°,
making 30 pitch-angle bins for each energy channel in the interval.

The SCATHA SC3 temporal data set for this verification was from the latter
portion of day 165, June 13, 1980, a moderately active period with Kp = +4
and Dst = —-50. Two days earlier a geomagnetic storm had occurred, but the
magnetosphere had since relaxed enough that the observed electron fluxes on
day 165 were smoothly varying with no pitch-angle signatures of particle loss in
the magnetopause. Figure 5 shows the 10-min averaged data integrated over all
pitch angles for 7 channels of electron flux. During this period the spacecraft
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Figure 6. Typical pitch-angle distributions for the 7 energy channels
of the data set referred to in Figure 5.




was drifting inward from L = 7.2 to L = 5.3. The L-shell range included in the
analysis has been restricted to L < 6.48 to eliminate the large variability of the
electron fluxes beyond the geosynchronous region’ and the low count rates due
to the approximately exponential fall off with increasing L-shell!. In addition we
have selected for the formal analysis only those data channels above 256 keV so
as to eliminate channels which are most likely to be affected by convective forces
resulting from consequences of the major storm preceding the data period. Data
with electron energies above 2208 keV have low statistics and are also excluded
from the data set. Figure 6 illustrates typical pitch-angle distributions during
this time for the selected energies. Although the period was moderately active,
the magnetic field was smoothly varying, with a field direction that remained
perpendicular to the spacecraft spin vector. This allowed SC3 to look into the
loss cone for the whole period, providing data over the full pitch-angle range.
In addition, the pitch-angle distributions were smoothly varying and without
signatures that indicate loss at the magnetopause.

The application of the diffusion theory summarized above to the SC3 elec-
tron data for day 165 has been discussed in detail in an earlier paper'. The
verification that the theory is a good description of the on-trajectory SCATHA
data is indicated in Figure 7, in which the entire data set is shown in Panel(a)
as a three-dimensional plot in terms of pitch angle and L(t). Panel(b) shows the
reconstructed data <ot after it has been decomposed into a sum of pitch-angle
eigenfunctions truncated at tne fourth order. Comparison of Panels (a) and (b)
shows that the pitch-angle eigenfunction series is a very efficient representation
of the data set. In Panel (c) we also show the reconstruction of the data set
after decomposition in (z, L,t) space, using the property that L and t are ap-
proximately decoupled for the SCATHA orbit as illustrated by Panels (a) and
(b) of Figure 4. In order to show the worst case scenario we show in Panel (c)
of Figure 7 the reconstruction after the first iteration of the decomposition; we
have not attempted to obtain the best solution at this time. As we can see by
a comparison of the panels in Figure 7, we conclude that multi-mode diffusion
theory in a fairly simplified form is a good representation of the electron outer
belt fluxes. This implies that multi-mode diffusion theory can be used as a
fundamental basis of radiation belt dynamic modeling.

Verification that multi-mode diffusion theory is a good basis for radiation
belt dynamic modeling involves more than just data representation and the
implied power of flux mapping throughout the entire belt, although the appli-
cational needs are focused onto this area. From the science view point, an im-
portant part of dynamic modeling is the determination of transport parameters
which are related to the microscopic physics of wave-particle interactions in the
magnetospheric plasma. The above data representation exercise yields physical
diffusion parameters with maximum error spread factors of 2-5 that can be com-
pared to other determinations. The radial diffusion coefficient Dy, determined
in our exercise and shown on Figure 8 as the shaded trapezoid region compares
well with other determinations. Indeed, our determination is able to obtain the
energy dependence from 0.8 MeV to 2.0 MeV. Our pitch-angle diffusion coeffi-
cients are also in good agreement with other studies*. These give confidence thatl
our dynamic modeling exercise is not in conflict with independent expectations.
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FURTHER ISSUES IN DYNAMIC MODELING

The test case exercise' summarized above may have resolved an important

issue in radiation belt dynamic modeling, namely that multi-mode diffusion
theory is a viable basis for dynamic modeling. However, there are several other
issues that must be resolved before CRRES-like applications can be made. Here
we shall discuss what we preceive to be the two most important issues.




(A) Flux mapping: The representational use of dynamic modeling must
clear another hurdle before it can be made operational. The issue arises be-
cause of the multi-dimensional nature of phase space. Instead of basing the
discussion on phase space mapping in the abstract, we can illustrate the issue
with our familiar (L,t)-space. Armed with a diffusion theory representation
tested on-trajectory, as in the exercise above, we can obtain fluxes at any given
off-trajectory point by “mapping” the on-trajectory flux utilizing the representa-
tion. Without a general representation such as (2), the mapping is not unique if
it is not based on a solution of the assumed diffusion physics. Figure 9 illustrates
this mapping based on the assumed diffusion theory of the SCATHA test case
above. The fluxes at Point 2, outside of the SCATHA trajectory, are uniquely
specified by the diffusion parameters based on the fitted fluxes (dashed curves)
on all points along the SCATHA trajectory between Points 1 and 3. In this re-
gard, uniqueness is somewhat relative because it depends on the errors involved
in specifying the on-trajectory diffusion parameters. A case of extreme constrast
to Figure 9 is to imagine that no solution of diffusion theory was available as the
basis for dynamic modeling. In such a case, Point 2 can still be mapped in (L,t)
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Figure 9. Illustration of flux mapping using a nominal dynamic
model: our test case verified on the SCATHA trajectory.
To the extent that the on-trajectories fits are good, the
mapping by the diffusion representation (2) is “unique”.




from Point 1 or Point 3 along t and L axes, respectively, by some phenomeno-
logical construct. Indeed, a large multitude of such mappings can be made to
Point 2 from data on the trajectory. Since these individual mappings need not
be consistent with each other, the uniqueness (within observational errors) of
the predicted flux at Point 2 will be lost without the diffusion representation as
a consistent basis for the mapping. Having a diffusion representation, however,
does not free us from the fetters of non-uniqueness. Indeed, the errors incurred
in finding the on-trajectory diffusion parameters operate in the same way as
the inconsistent multiple mappings. Similar to these, the errors tend to vitiate
the validity of a given representation for dynamical modeling. There are two
necessary elements in ensuring “uniqueness” in data mapping. The first is to
minimize errors in diffusion parameters for a given test diffusion representation.
The second is to determine the most “unique” representation among several
theoretical specifications of the diffusion physics. The first element is much eas-
ier to carry out than the second since the only way to insure that a diffusion
representation is “Yunique” is to show that it works in practice. The theory of
transport coefficients in the magnetosphere is presently not advanced enough to
allow us to choose the “uniaue” physics on an a priori basis.

(B) Invariant Representations: An area of dynamic modeling not touched
upon above is the validity of the implicit assumption in the test case that fluxes
on the same L-shell are the same at the same time and energy. We know from
Figure 2 that on the time scale of a day this is not true as effects of magnetic
and electric shell-splitting, local injections and losses introduce a local time
(azimuthal) dependence upon the data. This crucial aspect of radiation data is
under current investigation on a case by case basis?®; however, there is currently
little work done on how these effects can be incorporated into a dynamic response
model. A possible solution to this important problem may be to return to the
most fundamcaial representaiion of radiation belt diffusion physics, i.e., that
of diffusion in adiabatic invariant space rather than in its various reductions to
configuration space!, such as in the above. The abstraction required to treat
data at such a level is somewhat of a drawback; however, a test case attempt is
needed to identify the detailed issues involved.

CONCLUSIONS

Various elements required in radiation belt dynamic modeling have been
discussed. It is seen that dynamic modeling differs fundamentally from radiation
belt data analysis in that a theoretical representation of the on-trajectory data
set is required to predict fluxes outside of the satellite orbit. The faithfulness of
the projection depends on whether the representation is a good description of the
physical diffusive processes seen in the on-trajectory data. We have summarized
the results of a Lest case study* on such a tractable representation which yields
results consistent with basically all other measurements in the moderately active
outer electron radiation belt. The resolution of a number of important issues
brought out by the examination of the test case awaits further work before
operational dynamic models can be constructed.




ACKNOWLEDGMENT

This work is supported by the Air Force Geophysics Laboratory under con-

tract F19628-85-C-0073. It is a pleasure to thank Drs. S. Gussenhoven, M.
Schulz, and G. Davidson for discussions on various aspects of this work. The
SCATHA SC-3 payload and initial data analysis were sponsored by the Office of
Naval Research under contract N00014-76-C-0444. The P78-2 SCATHA space-
craft is sponsored and operated by the USAF Space Test Program.

10.
11.

12.
13.
14.
15.
16.
17.
18.
19.
20.

REFERENCES
Reagan, J.B., R.W. Nightingale, E.E. Gaines, W.L. Imhof, and E.G.
Stassinopoulos, J. Spacecraft Rockets, 18, 83, 1981.

Reagan, J.B., R.E. Meyerott, E.E. Gaines, R.W. Nightingale, P.C. Filbert,
and W.L. Imhof, 1IEEE Trans. Elect. Insul., EI-18, 354, 1983.

Davidson, G.T., P.C. Filbert, R.W. Nightingale, W.L. lmbof, J.B. Reagan
and E.C. Whipple, J. Geophys. Res., 93, Jan. 1988.

Chiu, Y.T., R.W. Nightingale and M.A. Rinaldi, J. Geophys. Res., 93,
accepted, 1988.

Schulz, M., and L.J. Lanzerotti, in Physics and Chemistry in Space 7: Par-
ticle Diffusion in the Radiation Belts, Springer, New York, 1974.

Wait, M., in Pailiclcs and Fields in the Magnetosphere, edited by B.M.
McCormac, D. Reidel Hingham, Mass., 1970.

West, H.IL., Jr., R.M. Bu-k, and G.T. Davidson, J. Geophys. Res., 86, 2111,
1981.

Tomassian, A.D., T.A. Farley, and A.L. Vampola, J. Geophys. Res., 77,
3441, 1972.

Farley, T.A., J. Geophys. Res., 74, 1969.
Newkirk, L.L., and M. Walt, J. Geophys. Res., 73, 1013, 1968a.

Falthammar, C.G., in Particles and Fields in the Magnetosphere, edited by
B.M. McCormac, p. 387, D. Reidel, Hingham, Mass., 1970.

Falthammar, C.G., Walt, M., J. Geophys. Res., 74, 4184, 1969.
Newkirk, L.L., and M. Walt, J. Geophys. Res., 73, 7231, 1968b.
Kavanaugh, L.D., Jr., J. Geophys. Res., 73, 2959, 1968.

Nakada, M.P., and G.D. Mead, J. Geophys. Res., 70, 4777, 1965.
Tverskoy, B.A., Geomagn. Aeron. Engl. Transl, 5, 617, 1965.
Birmingham, T.J., J. Geophys. Res., 77, 2169, 1969.

Cornwall, J.M., Radio Sci., 3, 740, 1968.

Holzworth, R.H., and F.S. Mozer, J. Geophys. Res., 84, 2559, 1979.

Sibeck, D.G., R.W. McEntire, A.T.Y. Lui and R.E. Lopez, J. Geophys.
Res., 92, 13485, 1987.




the rcopyright owner

GEOPHYSICAL RESEARCH LETTERS, VOL.

W, NO.

11, PAGES 1166-1169, NOVEMBER 1987

A NONLINEAR MODEL OF WAVE-PARTICLE INTERACTIONS IN THE TRAPPED
RADIATION BELTS: AURORAL PULSATION SOLUTIONS
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Lockheed Palo Alto Research Laboralories, Palo Alto, CA 941301

Abstract. The interactions of waves and trapped elec-
trons are described by a closed system of three nonlin-
ear coupled equations. The model has applications to
many aspects of wave.particle interactions in the magne-
tosphere. Nonlinear numencal solutions pertinent to au-
roral pulsations have been computed {or realistic ranges
of physical parameters. The results confirm that precipi-
tation pulsations can be initiated by either an injection of
energetic trapped particles or an increase in the plasma
ionization density. Relaxation of the system results in
cyclic phase trajectorics about a (quasi equilibrium) point
that is not located at the initial equilibnum point. That
observation may explain the tendency of auroral pulsa-
tions to appear superimposed upon an increase in the
general rate of electron precipitation. The results also
imply that precipitation pulsations are most readily initi-
ated by an encounter of drifting energetic electrons with
a region of enhanced cold plasma density.

1. Introduction

The interaction between waves and trapped particles
in the magnetosphere is a key problem in magnetospheric
physics [Kennel and Petschek, 1966] whose basic elements
are considered to be well understood. However, the com-
plexity of a full treatment, based on first principles, of the
diffusion of particles into the loss cone and the response
of waves Lo particle diffusion has restricted quantitalive
studies to a handful of artificial situations [e.g., [nan et al.,
1985]. Other modelling applications for which a full treat-
ment is needed are: the dynarnic response of the radiation
belts to injections of cold plasma, kinetic modelling of the
generator which supplics a steady stream of electrons lo
the loss cone opened up by a parallel potential drop in the
eveningside aurora, and nodelling of the morningside au-
rora. Among Lhese, the morningside aurcra problem s the
best natural laboratory because 1t 18 generally believed to
he a case of pristine wave- particle interactions, relatively
unaffected by the complications of parallel electric fields.
Given the difficuities of a first. principles treatment, an
heuristic model, in which detailed processes are tepre-
sented by simple empirical relations {e.g. Schulz, 1974],
is appropriate because, once tested, it can then be pack-
aged as a subsidiary unit to be incorporated into the more
complex magnetospheric models mentioned abhave. This
paper demonstrates that such an approach s feasible, for
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it provides, for the first time, explanalions to a number
of nonlinear features of the morningside anrora.

Nonlinear processes are expected to govern the inter
actions of waves and parlicles in the onter regions of
the magnetosphere. In the approach adopled here, the
growth of VLF waves and the precipitation of trapped
electrons is described by a system of nonlincar differential
equations {Davidson and Chiu, 1986]. The system com
prises three equations: an equation describing the evolu-
tion of the total electron flux I {Schulz, 1974),
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an equation describing the evolulion of the wave intensity,
as represented by the diffusion rate D [Schulz, 1974],
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and an equation describing the evolution of the pitch-
angle anisotropy, as represented by the wave growth rate

v |Davidson and Chiu, 1986],
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The subscript o denotes the values of the variable param.
eters al the equilibrium point, where the time derivalives
vanish. The physical parameters are the strong diffusion
lifetime, 7,, the wave loss or escape time, 7,., the wave
source, 1, and a response Lime, 7,, that is a measure
of the time taken for pitch-angle diffusion to hil the loss
cone. Since we are mainly interested in purely tempo.
tal behavior, the relative Lransverse molions of waves and
particles are ignoted.

The closure of the system through Lguation (3) 1s of
primary importance. For example, in the case of morn.
ingride aurora, the first two equations yield long period
oscillatory solutions for large values of 17 but the third
equation is critical to the formation of preaipitation pulsa
tions at the relatively short periods ohserved in pulsating
aurorae |Davidson and Chiu, 1986]. While the existence
of short-period pulsations was demonstrated by David
son [1986] in the context of a two dimensinnal system,
the two-dimensional model offers no clues to how the pul
sations might be initiated. The characteristic petiods re
sulting from a linear analysia have been discussed inoa
previous paper [Daviduon and Chin, T9RG] the work e
scribed here is an extensian of that study to obtam fully
nonhnear solutions.
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Fig. 1. Solutions of the nonlinear equations for equi

librium diffusion rates (dimensionless) of D = 0.06 and
I = 0.1,started with a displacement to D = 2Dy : 7, D
projections.

In Section 2 we describe the results of numerical com-
putations showing how the system responds to various
assumed initial perturbations, and the assumptions upon
which the compulations were based. Our conclusions are
discussed in Section 3.

2. Results Of Numerical Compultations

It has been found uselul to reduce the number of pa-
ramcters by scaling the solutions to the strong diffusion
lifetime [Davidson and Chiu, 1986]. The physical param-
eters are thus replaced by their dimensionless forms:

D = Dor,/(1 + Der,), (4a)
W = Wr, = Dor?(1/1a —27) 2 0, (4b)
7 = 7., (4¢)
e = T, /7,. (4d)

The behavior of a system of differential equations de-
pends strongly on the location of the phase-space attrac-
tors or critical points [Bender and Orszag, 1978]. ‘T'he
system of three first order equations (1—3) has three crit-
ical puints. The nonlinear equations are similar to a well
known sct, the Lorenz aystemn {Lorenz, 1963 that has s
strange attractor. It is thercfore worthwhile to inguire
whether any of the critical points in the present system
constituce a strange attractor.

There is a simple critical point at the equilibrium val-
ues of I = Iy, DY) = Dy, and 7“) = v¢. All the phase
trajectories eventually spiral inward toward that point.
The most interesting solutions in that region are those for
which the linear analysis yields a characteristic frequency,
11, having & real part. Solutions for which [§l] € 1/7, can
be ignored because they will not lead to perceptible ef-
fects within realistic time acales. The linearized solutions
for §1 at small values of 1) have two branches with purely
imaginary §1. ‘The upper branch gives for - 1,

1 = lmily ~ W/D; (5)

the lower branch gives
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The numerical designation of the roots of {1 is the same as
in Davidson and Chiu [1986], in order of increasing [f2].

Cyclic solutions are are found above some critical dif-
fusion rate, D = D*. Above D* complex roots appear
in the characteristic equation, whose real and imaginary

parts are
s ~+/24D /7 + i W/2D. (M)

The trausition between the two types of solutions occurs
whete the four roots meet, or, more preciccly, at

Dt = W R 05008 (8)

We concentrate on parameier regimes appropriate to
the outer trapping regions and the morningside auroral
regions. In the vicinity of D*, the behavior becomes more
regular toward either higher or lower values of D. For the
values of the parameters adopted by Davidson and Chiu
(1986), 7, ~ 2405, 7. =~ 1073, 5 ~ 105, W =~ 1 —100,
the resulting pulsation period at D* is about 1.5 — 7 s,
which agrees well with the observed periods of pulsating
aurorae |Johnstone, 1979, 1983].

One of the other critical points is physically uninter-
esting, because il corresponds to a vanishing total flux,
I = 0. The third critical point, at I'*) - ], DO} =
Do[23D + 1], ¥'*) = 0 is not a simple attractor. Al-
though there in a possibility that an internction between
the first and third critical pointa could result in a atrange
attractor, the phase space trajectories for realistic sim-
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Solution of the nonlinear equations for an equilibrium diffusion rate (dimensionless) of D = 0.5, started with

a displacement to y = 1.01y, (panels b and ¢). Panel a shows a case with the same physical pararmeters, but starting
conditions similar to Figure 2. The innermost loaps of the spirals are omitted for clarity; the trajectories all eventual-

ly decay back to the origin.

ulatinns in the parameter regimes appropriate to morn-
ingside aurorae do not approach the third critical point
clasely enough that they could be significantly influenced
by it.

Examples of the numerical results are presented in Fig-
ures | through 3. They show projections of the phase tra-
jectories on the (I, DYand (£, v} planes. (The figures are
plotted to dimmensionless scales to emphasize the univer-
sality of the solutions.) The figures were constructed for
the parameters 7, = 1072 5 = 103 I = 10. Those val-
ues are physically realistic, and were chosen because they
provide the most casily visualized trajectories. Figures 1,
and 2 depict cases that start with a displacement along
the [ axis. An initial displacement of [ is equivalent to
a sudden increase in the total energetic trapped parti-
cle intensity. ‘The (1, D) projections are not presented in
Figure | becanse they are characterized by a rapid rise
followed by a nearly monotonic decay, siilar to the tra.
jectory in Figure 2. Three cases are shown in order of
increasing vilues of 1. The trajectories are qualitatively
similar to Figure 2 for larger values of ). At the approach
to strong diffusion, 1) ~ 1, Lhe spirals become too tightly
wrapped to reproduce on the acale of the figures.

Fignure 3, panels b and ¢, begins with an initial dis.
placement counlined to the (I, ) plane. Figure 3 is in-
tended to represent a sudden increase in the plasma den-
sity. The wave growth rate is proportional to the total
plasina deasity (Kennel and Petschek, 1966), so such a
perturbation corresponds to a sudden change in v, from
an equilibrinn state having a relatively low value of 4 to
a new state having an increased value of y. Because the
equilibrinm solutions of (2) involve both ) and v, the
imitial displaceiment must be related to an initial value of
D consistent with the earlier equilibrinm state. Thus, for
. the value of Dg in each state must be in-
F/7.) For comparison with

a constant 1
versely propertional to (240

C-3

the results of Figures 1 and 2, panel Ja shows the phase
trajectory that would result from an initial displacement
in I for the same physical parameters as panels b and
¢. Combinations of the two types of initial perturbation
yield trajectories that resemble the (I, D) projection of
Figure 2 and the (), v) projection of Figure 3.

3. Conclusions

The results of numerical solutions of the nonlinear dif-
ferential equations, (1 — 3), indicate general classes of
behavior of waves and trapped electrons expected in the
auroral regions and outer trapping regions. They confirm
that cyclic solutions exist, and that cyclic solutions may
follow either an increase in the trapped electron density
or an increase in the cold plasma density. Such solutions
reproduce the gross featurea of auroral pulsations inso-
far as the electron precipitation rate is a reflection of the
diffusion rate, N.

Several interesting aspects of the detailed solutions
could not have been predicted from the linear analysis.
For diffusion rates higher than 1)* an initial perturbation
in the total trapped flux is followed by spiral urbits about
a point that is displaced from (Io, Do, v0). The periods
of those orbits are similar to the periods derived from the
linear analysis; the periods do not strongly depend on the
amplitude of the oscillations. The examples of Figure 1,
with few or no complete pulsation cycles, are probably ap-
propriate 1o the radiation belts, where isolated precipita-
tion “bursts™ are occasionally seen [Trefall and Williams,
1979]. As the diffusion rate is further increased, in Fig-
ure 2, the damping rate is diminished and the number
of loops increases. The spiral phase trajectories do not
enclose the stable critical point, but tend to approach a
point that is located at larger values of D and 4. The ef.
fect of the displacement of the “center” of the spirals is to
shift the average diffusion rate so that the instantaneous
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diffusion rate remains greater than the equilibrium value.
For morningside aurora that result is consistent with the
observation by Davidson and Sears [1980] that auroral
pulsations sre superimposed upon a general elevation of
the emission intensity resulting from electron precipita-
tion; the “background” intensity tends to rise before the
pulsations begin. Such a finding is important, because it
confirms the need for a three-parameter system (Equa-
tions 1 — 3), explicitly including the total trapped fAlux
as a variable.

A comparison of Figures 3a and 3c reveals thatl the
amplitude of the pulsation amplitude, as measured by
the precipitation rate or D, is most sensitve to the to-
tal plasma density. While il is difficult to speculate on
what constitutes a “typical” initial perturbation, the sim-
ulations in which the initial total flux is increased by a
factor of 2 seem reasonable. The initial perturbation of
Figure 3, on the other hand, corresponds to a mere 1%
increase in the plasma density or 7. The implication, ap-
plicable to a broad range of physical parameters, is that
an abrupt increase in the plasma density experienced by
drifting electrons is more effective in initiating precipita-
tion pulsations than an increase in the total intensity of
energelic electrons.

The sensitivity of the pulsation amplitude to a sud-
den increase in yq raises an interesting question: whether
a compression of the magnetic field might initiate pulsa-
tions, as suggested by Coroniti and Kennel [1970]. While
a detailed treatment of that issue is beyond the scope
of the present work, the results discussed above indicate
that such a mechanisin might be very eflfective. Any per-
tubation in the initial value of 79 would serve to initiate
pulsations.

The picture implied by the abave results for pulsal-
ing aurorac, is that they follow an injection of energetic
trapped electrons in Lhe ouler trapping regions. Repet-
itive pulsations turn on when the drifting trapped elec-
trons encounter a region of enhanced cold plasma density.
These conclusions follow from a closed nonlinear model
that does not depend on the specification of wave modes;
prediclions from the model are fully general and can be
applied to the various cases mentioned in the introduc-
tion. The nature of the detailed wave modes enters only
in the determination of the physical parameters (4).

A strange attractor was not found for simulztions in
the time domain alone. We leave open the question
whether a strange attractor may occur for conditions ap-
propriate to spatial-temporal structures. Although our
model explains the semi-regular temporal structure of
pulsating aurorae, the apparently random spatial struc-
ture remains a major unsoulved problem.
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Towards Dynamic Modeling of the Outer Electron Radiation Belt
Y. T. Chiu, M. A. Rinaldi, W. E. Francis and R. W. Nightingale
Lockheed Palo Alto Research Laboratory, California

Abstract

We show that the general solution of a simple form of the simultaneous bimodal (ra-
dial and pitch-angle) diffusion equation can represent the SCATHA outer belt electron
distribution to a high degree of accuracy for periods up to more than 10 hours. The
data representation requires diffusion parameters that are in agreement with all previous
experimental and theoretical determinations of such diffusion coefficients. Such a represen-
tation satisfies the basic requirements towards the dynarzic modeling of the outer electron
radiation belts for L < 7 at quiet and moderate geomagnetic conditions. For L ~ 7
the representation has difficulties with “butterfly” distributions that may signify energetic
electron encounters with the magnetopause. It is demonstrated with a typical example of
computer simulation of electron encounters with the magnetopause that the eflects of the

encounter may be highly anisotropic in configuration or in invariant space.
1. Introduction

The variability of the electron fluxes in the outer radiation belt (L > 5) is not only
a matter of concern for space activities in the region but is also a major challenge to
understanding the macroscopic consequences of wave-particle interactions in the magne-
tosphere. Theories on the generation of plasma wave disturbances and on the scattering
of individual electrons by such waves exist; however, a systematic test of the integration
of such microscopic effects into a diffusion description of the global dynamics of the outer
electron radiation belt has yet to be attempted. To be sure, episodic work je.g., Reagan et
al.. 1981: West et al.. 1981: Sibeck et al., 1987] have established the plausibility of various
aspects of the diffusion description in some regions of space. On the global scale. even a de-
scription of the observational data organized according to the generic concepts of diffusion
theory does not presently exist. In anticipation to the upcoming Air Force-NASA Com-
bined Release and Radiation Effects Satellite (CRRES), we have initiated an attempt to
determine if diffusion theory can provide an adequately quantitative and computationally
efficient description of the behavior of the outer electron belt as observed by the SCATHA
satellite ‘Chiu et al.. 1988: hereafter referred to as Paper 1,. This attempt was not directed
towards the microphysics of wave-particle interaction theory; rather, it addressed a much

more primitive question: Were the observational data organizable in terms of simultaneous
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pitch-angle and radial diffusion theory, even in the restrictive context of piece-wise slices

of space-time as in satellite observations?

This work and the preceeding effort in Paper I are focused upon this central issue
of whether a computationally efficient dynamic model of the outer electron belt can be
constructed in principle, or not. The results of Paper 1 were encouraging in that solutions
of simultaneous bimodal (pitch-angle and radial) diffusion theory were shown to have the
potential to provide an efficient description of a SCATHA outer-belt electron data set
over the phase space volume: (5.3 < L < 6.7; At = 5 hrs.; 200 keV < F < 2000 ke\';
a. €< a £ 90°), where a is the pitch-angle, . is the edge of the loss cone and E is the
energy. The description was achieved in essentially the initial pass without a systematic
fitting procedure. The diffusion parameters required happened to cluster around values in
agreement with those obtained by other workers. These initial results established plausibity
for the approach. However, to go beyond plausibility towards dynamic modeling of the
outer electron belt, a number of deficiencies of Paper I need to be addressed. Among these,
at least three major issues require attention if the bimodal diffusion approach to dynamic

modeling is to be pursued.

First, we must establish a systematic iterative procedure to achieve a fit of the data
consistent with all the constraints of the solution. This requirement involves not only
specification of the accuracy of the fit in four-dimensional phase space but also satisfaction
of diffusion parameter constraints imposed by bimodal theory. Second, the form of the
bimodal diffusion theory used was computationally efficient but its validity was recognized
to be restricted to a sufficiently thin slice of L-space [Walt, 1970]. Such a property is not
incompatible with dynamic modeling with a satellite data base since satellite data are nec-
essarily restricted in (L, t) space. Nevertheless, it is crucial to determine the observational
extent of L-space over which the version of bimodal diffusion theory is valid. Third and
most important, the degree of uniqueness of the data representation must be established
since dynamic modeling implies the projection of electron fluxes from measurements on
a satellite trajectory to other regions of phase space where direct measurements are not
available. Note that the solution representation of the theory is necessarily unique every-
where if the on-trajectory specification is unique. However, the data fit to the solution is
over a trajectory on which L and t are mixed; therefore, the on-trajectory specification
is not necessarily unique insofar as the separation of L and t effects are concerned. In

order to insure that our iterative procedure for untangling L and t effects does not alias
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the projection to other regions of space-time, we must at least demonstrate that our data

representation yields flux projections independent of the projection path.

In this paper. we shall address the above three issues. We shall demonstrate that
simultaneous bimodal diffusion theory is an efficient representation of SCATHA outer-belt
electron data in the configuration space range (5 < L < 7; At < 10 hrs.) for Day 165,
1980 and Day 110, 1979. Iterative procedures have been devised to improve the fit and to
satisfy diffusion parameter constraints that were not enforced in Paper I. The result is a
reduction of parameters (by ~ 15%) to achieve better fits over a much larger data base (by
~ 100%). We are also able to demonstrate that fit errors do not impact the uniqueness of

off-trajectory flux projections based on the solution representation.
2. Constraints on Bimodal Diffusion Representation

In order to organize the discussion in this paper, we briefly summarize the salient
features of simultaneous bimodal diffusion theory {Walt, 1970; Falthammar and Walt, 1969;
Roederer and Schulz, 1969 and its specific form developed for efficient data representation

in Paper I

By introducing an approximate invariant valid over a sufficiently thin slice of L-space,
Walt 1970 showed that the bimodal diffusion equation can be formulated in configuration
and pitch-angle coordinates (L, z,t) where ¢ = cosa. Such a formulation is particularly
convenient for data applications because the coordinates are simple, although it needs to
be emphasized that its validity is restricted to slices in L-space, over which energy gained
or lost from radial diffusion does not impact Walt’s invariant. In Paper I, we showed that i{
the pitch-angle and radial diffusion coefficients, D,; and D, respectively, take on certain
generic forms

D,, = D,.(E)

(1)
Dy = {(E)L*

where u is a given constant, then the general solution to the bimodal diffusion equation can
be expanded in terms of eigenfunctions of various Bessel forms. This convenient property
forms our basic principle to characterize the state of the outer electron belt in a piecewise-

continuous fashion in terms of a data base measured along a satellite trajectory L(t).

The general solution consists of the linear sum of three modal expansions: (1) single-

mode pitch-angle diffusion. (2) single-mode radial diffusion and (3) simultaneous bi-modal
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diffusion. Using the device of the Kronecker delta 6,0, the three modal expansions can be

written in terms of a single eigenfunction expansion

=3 Jbmo+(1- 5,,0)? : Ji(}:?—:i)’ﬁ] (c,,(1 — bno)et™ + e/t [ V(L) + ann(L)j)
(2)

where k,, is the n** zero of the Bessel function Jy and z. = cos a.. The parameters and

n=0

functions are defined as follows:

e=3(1- 3)/(n-2)
_ k1
o= -3 3 + =-v (3)
_ M
r=5 -1
Ya(L) = L7 [J14e(1 Ba | /IY)], - [Lisell Ba i /L)) (4)
Za(L) = L - (Niso(| Bn | /LM, - [Krae(| B i /L), (5)

J is the regular Bessel function, I and K are the modified Bessel functions, and N is the

Neumann function. The usual notation [g]5 is defined in this case by
gls =g if ta>0
(6)

and analogously for [g]<. The separation constants (t,,085) and parameters of the solution

are related by the algebraic relations
t7) = (1 = bpo) — EBE N2 (7)

—D:: ki/a‘z (8)

\,'
]l

The parameter value A = 4 (i.e., u = 10) is chosen to conform with the consensual L-
dependence of the radial diffusion coefficient {Schulz and Lanzerotti, 1974,. From Paper ]
the parameter v is set to 2 (i.e., ¢ = 0) for ease of computing the Bessel functions. Other
values of v are easily accommodated at the expense of computational speed. Our work so

far has demonstrated the economy of using v = 2, but further refinements can be readiiy
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accommodated in our procedure. Equation (7) will be referred to as the separation equation
because the entire separable diffusion differential equation is reduced by the eigenfunction
expansion into this constraint on the diffusion parameters. It is seen from (8) that the
single pitch-angle mode time constants are negative as expected, since single-mode pitch-
angle diffusion always leads to decay. For radial diffusion, however, the time constants
t, can be either positive or negative over a finite time interval. This is due to the fact
that the phase space density in the finite L domain can rise or fall in time in response
to particle transport into and out of the adjacent volumes. With the sign of each t,, not
predetermined, the separation constant 32 can be positive or negative. This is the origin

of the (J.I) and (N, K) options of (4) and (5).

When a data set is fitted to the general solution expansion exclusive of the separation
equation (7}, the electron distribution function is characterized by the set of parameters
(@an.bp.Cn.tn.Tn,8n). In Paper 1 it was found that five orders of cigenfunctions (n =0-4)
per energy channel, i.e., 30 parameters per energy channel, are sufficient to charactenze
a data base of 5040 data points. For this paper, we include the effects of the separation
equation (7) in constraining the diffusion parameters (7,,8,,£). Note that the diffusion
parameter £ is independent of order n, whereas the others are order dependent. In Paper I,
7n and B, were independently derived from the fit and (7) was not imposed. No iterations
were made and a value of £ was determined for each order from (7), i.e. a set of £,. It was
found that these order-dependent values of £ clustered closely around those determined
by other workers, an indication that the representation is reasonable. Here we use the
constraint (7) as the focus for an iterative fitting scheme in determining the best crder-
independent value of £. Since (7) is imposed, (7,,£) and (3, are no longer independent,
thus the number of required parameters per energy channel is reduced by 4 in this work.

The iteration also improves the fit to the data set.
3. Iterative Fit of Data Sets

The process of fitting a data set to the representation begins with decomposing the
electron distribution functions into pitch-angle eigenfunctions and their amplitudes. We
have demonstrated in Paper | that this procedure is highly accurate. We shall focus
our discussion upon the decomposition of the pitch-angle amplitudes into eigenfunction

expansions in L.
We have devised a nonlinear fitting procedure keyed to the iterative determination of
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the order-independent radial diffusion parameter £ in the separation equation (7). In the
first pass, the procedure described in Paper I is applied and the separation equation (7)
is solved for each order, resulting in a set of order-dependent parameters {,. Iterations
begin with the choice of an interim mean value { = ({,) where the averaging is weighed by
the eigenfunction amplitudes (an,bn). The interim value £ is enforced in (7) to determine
new values of the parameters (7,,,) in a new fit. With the new parameters, a new set of
€y is determined by solving (7) exactly and another iteration cycle begins. The iterative
procedure continues until the residual error in the equality between the left and right hand
side of (7) can no longer be improved upon. The final value of £ is taken to be the fit value
of the diffusion parameter. This is a nonlinear iterative procedure; therefore, there is no
a priori guarantee that it is convergent. In practice, it converges because the set of £, in
the first pass is closely clustered to begin with. Figure 1 shows an example of the degree

to which the constraint (7) is obeyed by the initial and final iterations of the procedure.

The iterative scheme has been applied to ~ 4 hours of SCATHA electron belt data
for Day 165, 1980 and to ~ 9 hours of data for Day 110, 1979. Figures 2 and 3 show three-
dimensional plots of the data and the fit reconstructions for these two days, respectively. It
should be noted that reconstruction errors for both days are primarily concentrated in the
high-L and a ~ 90° region. We found that this region is rich in “butterfly” distributions
[Sibeck et al., 1987]. These will be discussed in more detail in Section 5 below. Figures
4 and 5 show the distributions of the fit errors for each data point in the initial and final
passes of the iterations for the two days, respectively. The data points associated with the
large-error tail of the error distributions, less than 1000 data points in each data set. are
again related to “butterfly” distributions, although a substantial portion of the large fit
errors are also contributed to by some noisy data in the data base. Unsmoothed raw data
is used to tally the percentage error in these figures. Figure 6 shows the comparison of
radial diffusion coefficients determined in this work with all other known observational and
theoretical determinations. The mottled band of Dy values in the figure corresponds to
this work. The spread of the band is due to energy dependence of the diffusion coefficient.
The larger cross-hatched band of Dy, values was determined in Paper 1 and is due not
only to the spread of energy channels but also primarily to the dependence of £ on order.
It is seen that our enforcement of (7) allows for a much more precise determination of the

radial diffusion coefficient. Energy dependence is not always addressed in other work.
4. Off-Trajectory Projection of Electron Distributions
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For a data repesentation scheme to qualify as a dynamic modeling scheme, it must
demonstrate the abiiity to uniquely predict (or obtain by projection), the off-trajectory
electron distributions, from a set of on-trajectory electron distributions. The use of the
general solution to bimodal diffusion theory yields a naturally unique off-trajectory projec-
tion within the limitations of the assumed physics. Whether the assumed physics correctly
describe the actual processes prevailing in the particular region of the outer electron belt
is a separate issue to be discussed in Section 5. Within the scope of diffusion theory, if
the on-trajectory representation is exact, the projection to any off-trajectory point is also
independent of path because the solution is uniquely specified everywhere that it is valid.
Since the on-trajectory representation is not given a priori (but given as a fit based on
a data set that mixes L and t), an important question arises: Can the fit errors due to

aliasing L and t destroy the uniqueness of the projection by making it path dependent?

We have investigated this problem of projection consistency (or path dependence)
for our representation by projecting to an off-trajectory point from two well-separated
on-trajectory points: one having the same L and the other having the same t as the off-
trajectory point. The projection paths are thus along the ¢t and the L axes, respectively.
Figure 7 shows the results of such a uniqueness test for Day 110, 1979. The projection
in our representation is indeed path independent. This test clears a hurdle for using the
bimodal diffusion solution for outer-belt dynamic modeling, since it demonstrates that
uniqueness is not destroyed by the fit errors. It must be noted that this is only an internal
consistency test, not a validity test that diffusion theory correctly describes the prevailing
physics of the outer belt. A validity test requires data sets from more than one satellite.
A valid dynamic model should be ahle to “predict” one satellite data set from the solution

fit to the other satellite’s data set, and vice versa.
5. Effects of Drastic Violations of the Third Invariant

We have repeatedly stated from the outset that the validity of the forn. of simultaneous
bimodal diffusion theorv chosen for this study is very severely limited, particularly in
regions of the outer electron belt at L > 7. The first limitation is that Walt’s invariant
/1970 remains so only within a limited slice of L. This property of piecewise invariance is
exploited as much as possible in our application in the region 5 < L < 7, but there must be
constraints to the exploitation. In the stable regions of the outer belt at L < 5. we do not
see any reason why the application of the representation will be different from that shown

here. although it is necessary to test it with another satellite data set because SCATHA
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does not cover that region. For L > 6, we sometimes encounter difiiculties with “butterfly”
pitch-angle distributions. We recognized at the outset that an important factor limiting
the validity of the representation is the effects of third invariant violations that may or
may not be describable in terms of diffusion. Such effects can be due to severe magnetic
or electric shell splitting or to encounters with the magnetopause. In such encounters,
the electron distribution on a given L-shell can be changed catastrophically. Since such
third-invariant violating effects are deemed to be most effective at the equatorial region, it
is usually assumed that their signature is a loss to the drift shell of equatorially mirroring
particles (those with ~ 90° pitch angle) leading to the so-called “butterfly” distributions
[West, 1979: Sibeck et al., 1987]. Such an expectation seems reasonable as far as the
pitch-angle distribution is concerned; however, the transport in the configuration part of
phase space is a matter that has not been investigated beyond the expectation that the

third invariant is drastically violated.

Since our representation is not expected to be valid for describing such drastic viola-
tions of the third invariant, the inclusion of such distribution functions in our data base
incurs large errors in the representation. These constitute a part of the large-error tail of
the error distributions shown in Figures 4 and 5. The successful treatment of the “butter-
fly” events constitutes the remaining hurdle towards dynamic outer electron belt modeling.
The solution to this important problem is beyond the scope of this brief report but we
shall address some salient points here. An initial reaction to the failure of the simple form
of radial diffuion used is to assume that another form of radial diffusion, perhaps in third
invariant coordinates, may be a better description of the physics involved in “butterflies”.
Such may indeed be the case, but a more primitive question needs to be considered first:
Are encounters involving drastic violations of the third invariant necessarily diffusive in

the configuration part of phase space?

In order to answer this and related questions, we have initiated computer simulations
of energetic electron encounters with magnetopauses in realistic geomagnetic field models.
Figure 8 shows the encounter of a 10 MeV electron with a non-turbulent paraboloidal
magnetopause [Stern, 1985) in the configuration of 2 Tsyganenko 1987 field model. The
magnetic field magnitude drops by 30 nT across the magnetopause at the sub-solar point.
The field configuration outside merges smoothly into a uniform southward intecplanetary
configuration. Figure 8 shows the projection of the three-dimensional electron trajectory

onto the equatorial plane. The important feature of this magnetopause encounter is that
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the electron executes trapped bounce motion occasionally on inward field lines and, in
between bounces, it skips along the equatorial regions sometimes inward and sometimes
outward of the magnetopause boundary; i.e., there is little evidence of scatter perpendicu-
lar to the boundary. The electron trajectory shown on Figure 8 is one example in a Monte
Carlo simulation of encounters with a smooth magnetopause in which all scatterings seem
to be directed along the boundary, even though individual trajectories differ in the amount
of residence time inside or outside of the boundary surface, depending on their pitch an-
gle and gyration phases as they encounter the boundary. Such anisotropic scatterings in
encounters with the magnetopause can hardly be described in simple terms of isotropic
diffusion, in invariant coordinates or otherwise. The encounter effects are somewhat more
isotropic in configuration space if the magnetopause is not smooth, but the anisotropy will
remain since the average magnetic fieid is non-zero both inside and outside. Clearly the
equatorial skippings are likely to lead to enhanced pitch-angle diffusion; however, pitch-
angle diffusion cannot produce a “butterfly” population. On the other hand, skippings
along the equatorial magnetopause, which cuts through many L-sheils, clearly constitute
transport in L and, consequently, violation of the third invariant, as expected. The loss
to a given L-shell of electrons, which skip to a different L-shell along the equatorial mag-
netopause, will clearly produce a “butterfly” distribution. The surprising feature of the
simulation is that this transport in L is anisotropic in configuration space and can hardly
be considered diffusive. Based on computer simulations of magnetopause ercounters, the
“butterfly” distribution is but a superficial signature peculiar to the process in which vi-
olations of invariants occur with drastic anisotropy in configuration space. Further, the
channeling of electron motion provided by the sharp magnetic field gradient at the magne-
topause boundary surface indicates that it acts macroscopically as a scattering boundary
to outer-belt electrons, having simultaneously the properties of a sink to electrons ap-
proaching the boundary on given initial L-shells intercepting the magnetopause and of a
highly anisotropic source of electrons to L-shells intercepting the magnetopause inward of
the initial L-shell. In the non-turbulent magnetopause case. virtually no electrons wer

lost to interplanetary space. It apnears that diffusion in invariant space is not the panacea
that cursory considerations make it out to be. Detailed results of the computer simulation

study will be published clsewhere.
6. Conclusions
By testing against a SCATHA electron data base, we have found a computationally
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practicable representation for the outer-belt electron distribution from the general solution
of a simple version of the simultaneous bimodal diffusion theory that satisfies the basic re-
quirements for outer-belt dynamic modeling inwards of L ~ 7. The representation fails to
characterize the small portion of outer-belt electron populations known as “butterfly” dis-
tributions. The nature of outer-radiation-belt electron encounters with the magnetopause
needs to be investigated beyond the superficial formation of “butterfly” pitch-angle dis-
tributions. In particular, the distribution of “butterflies” in configuration space can shed

light on the scattering processes in encounters with the magnetopause.

Acknowledgments. This work is supported by the Air Force Geophysics Laboratory
under contract F19628-85-C-0073 and by the Lockheed Independent Research Program. It
is a pleasure to thank G. Mullen, S. Gussenhoven and M. Schulz for discussions on various
aspects of this work. The SCATHA SC-3 payload and initial data analysis were spon-
sored by the Office of Naval Research under contract N00014-76-C-0444. The SCATHA
spacecraft is sponsored and operated by the USAF Space Test Program.




References

Birmingham, T.J., Convection electric fields and the diffusion of trapped magnetospheric

radiation, J. Geophys. Res., 77, 2169, 1969.

Chiu. Y.T.. R. W. Nightingale and M. A. Rinaldi, Simultaneous radial and pitch angle
diffusion in the outer electron radiation belt, J. Geophys. Res., 93, 2619, 1988.

Cornwall, J.M.. Diffusion processes influenced by conjugate point wave phenomena, Radio
Seci., 3, 740, 1968.

Falthammar, C.G.. Introductory survey of radiation belt diffusion, in Particles and Fields
in the Magnetosphere. edited by B.M. McCormac, p. 387, D. Reidel, Hingham. Mass..
1970.

Falthammar. C.G.. Walt, M., Radial motion resulting from pitch-angle scattering of
trapped electrons in the distorted geomagnetic field, J. Geophvs. Res., 74, 4184,
1969.

Fariev. T. A.. Radia! diffusion of starfish electrons, J. Geophys. Res.. 74. 3591, 1969.

Frankenthai. S.. F.R. Paolini. and G.C. Theodoridis. Bimodal diffusion in the earth’s
magnetosphere 1. on the electron belts, Ann. Geophys.. 24, 1015, 1968.

Haerendel. G.. Earth’s Particles and Fields. edited by B.M. McCormac. pp. 171-191,
Reinholc Book Corp.. New York. 1968.

Holzworth. ®B.H.. and F.S. Mozer. Direct evaluation of the radia! diffusion coefficient near

L = f due to eiectric fieid fuctuntions. J. Geophys. Res.. §4.2559. 1979,

Kavanaugt. L.D. Jr. A empinical evaluation of the radial diffusion coeflicients for elec-

trons of 302100 ge\N frome L 5t L= 7. Geophvs., Res.. 73. 2959, 196x.

Lanzerot: L. J.. C.G. Maclennarn. and M. Schulz. Radial diffusion of outer zone electrons:

Arn emoirical approact to third invanant viclation. J. Geophvs, Res.. 75. 5351, 1970.

Nakaca, NP and G0 Jead, Infuson of protons in the outer radiation belr. J Geophys

Ree T0ATTT 1060,

Newkirk, LoLooand 31 Walt, Kadial diffucion cocthciente for electrons at low [ valnes, J.

Crenpbvs. Reo o T 10130 1UhRa,




Newkirk, L.L., and M. Walt, Radial diffusion coefficients for electrons at 1.76 < L < 5, J.
Geophys. Res., 73, 7231, 1968b.

Reagan, J.B., R.W. Nightingale, E.E. Gaines, W.L. Imhof, and E.G. Stassinopoulos, Outer-

zone energetic electron spectral measurements, J. Spacecraft Rockets, 18, 83, 1981.

Roederer, J.G., and M. Schulz, Effect of shell splitting on radial diffusion in the magneto-
sphere, J. Geophys. Res., 74, 4117, 1969.

Schulz, M., and L. J. Lanzerotti, Physics and Chemistry in Space, vol. 7, Particle Diffusion
in the Radiation Belts, 215 pp., Springer, New York, 1974.

Sibeck, D.G., R.W. McEntire, A.T.Y. Lui and R.E. Lopez. Magnetic drift-shell splitting:
Cause of unusual dayside particle pitch angle distributions during storms and sub-
storms, J. Geophys. Res., 92, 13,485, 1987.

Stern, D. P., Parabolic harmonics in magnetospheric modeling: The main dipole and the
ring current, J. Geophys. Res., 90, 10851, 1985.

Tomassian, A.D., T.A. Farley, and A.L. Vampola, Inner-zone energetic electron repopula-
tion by radial diffusion, J. \ eophys. Res., 77, 3441, 1972.

Tsyganenko, N. A., Global quantitative models of the geomagnetic field in the cislunar
magnetosphere for different disturbance levels, Planet. Space Sci., 35, 1347, 1987.

Tverskoy, B. A., Transport and acceleration of charged part.cles in the earth’s magneto-

sphere, Geomagn. Aeron. Engl. Transl., 5, 617, 1965.

Walt. M., Radial diffusion of trapped particles, in Particles and Fields in the Magneto-
sphere, edited by B.M. McCormac, p. 410, D. Reidel Hingham, Mass.. 1970.

West, H. 1., The signatures of the various regions of the outer magnetosphere in the pitch
angle distributions of energetic particles, in Quantitative Modeling of Magnetospheric
Processes, edited by W.P. Olson. p. 150, American Geophyvsical Union, Washington.
D.C.. 1979.

West, H. 1., Jr.. R. M. Buck. and G. T. Davidson, The dvnamics of energetic electrons in
the Earth’s outer radiation belt during 1973 as observed by the Lawrence Livermore

National Laboratory’s spectrometer on OGO 5. J. Geophvs. Res.. 86. 2111, 1951,




Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 5.

Figure 6.

Figure 7.

Figure Captions

Values of the right hand side (RHS) and left hand side (LHS) of the separation
equation (7) are plotted as functions of order n for (a) the initial iteration and
(b) the final iteration. The equality is enforced as a fit constraint in this paper.

Note the large divergence at order 2 in the initial iteration.

Three-dimensional presentation of the phase space density of (a) the data base
and (b) its reconstitutions for the 288.5 keV channel of Day 165, 1980 in pitch
angle and L. Large errors are found primarily in the corner of (b) pertaining to
large L and large pitch angles. Noisy data near L ~ 5.7 also resulted in some

€rror.

Three-dimensional presentation of the phase space densityv of (a) the data base
and (b) its reconstitutions for the 448 keV channel of Day 110. 1979 in pitch
angle and L. As in Figure 2, the large errors are mainly confined to the corner

of (b) pertaining to large L and large pitch angles.

The distribution of fit percentage errors in the reconstitution of all the data
points in the Day 165, 1980 data base. The error distributions of the initia!

and final iterations are shown as dots and asterisks, respectively.
Same as Figure 4 except the distribution is for the Day 110, 1979 data base.

Comparison of the radial diffusion coeflicients determined in this paper for the
ernergy range (0.2-2.0 ke\" {mottled area) with Paper I (cross-hatched area),and
with the compilation of West et al. 1981 . whose individual analysis vields
curve 1. Curves 2-8 are experimental: 2.Tomassian et al. 1972 3, Farlev
1969 : 4. Newkirk and Walt 1968b . 5. Lanzerotti et al. '1970,: 6. Newkirk and
Walt 1968b". Falthammar 1470 : 7. Newkirk and Walt '196&a': 8. Kavanaugh
196% . Curves 9-14 are theoretical or serni-theoretical: 9. Nakada and Mead
1965 1 10. Tverskoy 1965 : 11. Birmingham 1964 : 12, 13. Cornwall 1968:: 14.
Hoizworth and Mozer 1979

Demonstration of path independence in projecting the electron distributions
from orn-trajectory 1o off-trajectory points. Panels A and B are measured

and fitted¢ phase spare distributions at the trajectory locations shown on the
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Figure 8.

SCATHA trajectory panel. Using the eigenfunction representation, the distri-
butions are projected along the t and L axes respectively to the off-trajectory
point C. The comparison of the two projected distributions is shown on Panel

C.

Projection on the equatorial plane of the trajectory of a 10 MeV electron as
it makes encounters with the non-turbulent magnetopause indicated by the
parabola. The electron is initially bouncing and drifting towards the magne-
topause on an L-shell inside the magnetosphere. Upon encounter, the electron
leaves the initial L-shell skips along the equatorial magnetopause partially in-
side and partially outside of the magnetosphere until it finds itself on a new

magnetospheric L-shell on which it executes its regular bounce-drift motion.
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